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PRESENTATION

European Wind Energy Association (EWEA) predicts a total wind energy installed capacity
in 2020, equal to 230 GW including the increasingly important 40 GW offshore, that will
generate 562 TWh/year in 2030 comparable with the 591 TWh/year onshore.

Offshore wind electricity generation in shallow waters is a mature and nearly cost competitive
sector in Northern European seas, while applications are still at a very early stage in
Mediterranean Seas characterized mostly by deep waters with significant potential.

Large size wind turbines on floating platforms in deep waters, by advanced design, new
materials applications, grid integration, and with good operation and maintenance services are
some of new technologies to be tested and deployed, while lowering the initial high costs.

The increasing interest of financial investors on marine renewable energies is a clear sign of
development of a new “green” economy that can reduce negative effects of the actual global
€conomic crisis.

OWEMES 2012 Proceedings will be a useful way to diffuse the technical results of the
triennial European Seminar, the international meeting point in Italy, since 1994, of industries,
researchers and other institutional organizations on offshore wind and other marine renewable
energies.

Gaetano Gaudiosi
Executive Chair OWEMES
2012
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The estimation of wind, wave and ocean current
resources in the Mediterranean Sea for energy
converters site selection

N. Pinardi (*), L. Torrisi(**), M. Ferri(**), R. Archetti(***), A. Lamberti(***),
M. Zavatarelli (*), G. Coppini(+) and M. Adani (+)

(*) CIRSA, Univ. of Bologna

(**) CNMCA, Pratica di mare, Rome
(***) DICAM, Univ. of Bologna

(+) INGV, Sezione di Bologna

A proper assessment of the wind regime is of fundamental importance in the wind farm
design: it is necessary to characterize the wind climate in terms of the mean values, the
frequency distributions for speed, direction and power density at different elevations (where
the turbine will be installed). Similarly a good knowledge of wave and currents regimes is
fundamental for the estimation of the sea energy resources.

Wind, waves and ocean current resources can be estimated nowadays with high resolution
numerical models that use data assimilation to correct for models errors. The national
meteorological service (CNMCA) and the GMES marine service provide wind, waves and
currents data for the whole region of the Mediterranean Sea.

The paper aims to present the CNMCA and the GMES marine service data: the structure of
the offshore wind, wave regimes and ocean currents will be described for an horizontal
resolution of about 7 km. The seasonal signal of the wind and currents will be elucidated as
well as the frequency spectra of the wind---wave and currents as well as the structure of their
errors due to model inaccuracies. A preliminary estimation of the wind energy potential
production in the Mediterranean sea will be evaluated based on the choice of the optimum
aero generator at each site.
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Mediterranean inshore wind resources: combining
MCPs and CFD for marine resources quantification

R.N. Farrugia and T. Sant

Institute for Sustainable Energy, University of Malta, Triq il-Barrakki, Marsaxlokk MXK1531,
Malta, & Department of Mechanical Engineering, University of Malta, Msida MSD2080,
Malta, robert.n.farrugia@um.edu.mt, tonio.sant@um.edu.mt

Abstract — This work presents a fresh assessment of wind resources in an inshore coastal environment;
focusing specifically on a site that has been shortlisted as a possible offshore wind farm location in
Maltese territorial waters. Wind measurements conducted over the period November 2009 to October
2011 are sourced from a new wind mast installed at an onshore site close to the proposed offshore wind
farm’s location. This study uses a combination methodology of Measure-Correlate-Predict (MCP)
techniques in conjunction with commercial Computational Fluid Dynamics (CFD) software. MCP
routines are conducted between a reference wind measurement station possessing a long-term time
series of wind speed and direction records and the shorter-term new wind mast’s 80 metre level
database; the latter playing the role of candidate site. This procedure was conducted to generate a
long-term wind climatology for the specific measurement height above ground level at the candidate
site. The resulting climatology was then used to calibrate the CFD software to generate an indicative
wind resources map in a coastal environment in the central Mediterranean region.

1. Introduction

Offshore wind energy is perceived as a potential contributor to the Maltese island’s target to
reach 10% of gross final consumption of energy from renewables by the year 2020 [1]. Wind
energy conversion project feasibility is being investigated at a near shore offshore site. The
islands are very densely populated and have a limited land area; factors that restrict the
technical feasibility of large scale onshore wind projects [2]. One might think that an
archipelago would have large expanses of available marine space for such technologies.
However, the islands have deep seas to their south west with shallower waters to the north east
[3, 4], naturally limiting the marine areas suitable for commercially-proven offshore wind
turbine foundation technology. The existence of other coastal and marine activities will reduce
further the theoretical technical potential. Development of commercially feasible fixed turbine
foundation structures in deeper waters (30 to 50+ metres) or of floating support technologies
would open up new boundaries in terms of the exploitable marine spaces and a possibly
superior wind resource potential. Going further offshore would mitigate certain impacts, yet
increase capital costs related to longer wind farm to grid-connection cabling routes and
operation and maintenance expenses amongst others. The projects would also have to be large
to benefit from economies of scale.

The Malta Resources Authority (MRA) is currently compiling information on near-shore
offshore wind resources by means of an 80 metre wind monitoring mast that was installed at
Ahrax Point on the island of Malta’s northern-most extremity in late 2009 (see Figure 1).
Interest in wind resources in this region stems from the fact that an offshore marine reef and
surrounding area is being considered as a candidate site for the near shore offshore wind farm.
This site has been assessed as one of that could possess attributes suitable for the installation of
marine-based wind turbines [5-11]. The reef itself, known as Is-Sikka [-Bajda, lies between 1.5
and 3.0 kilometres out at sea from the mast’s location.
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The Ahrax Point mast is currently the highest wind monitoring structure on the archipelago.
Apart from being instrumental in helping to investigate high level wind conditions in a coastal
marine environment, its numerous sensors could also serve as a reference node for wind speed
and direction behaviour within the lower boundary layer in the central Mediterranean region.
Interest in offshore wind resources for wind energy harvesting has long been a theme in the
Mediterranean basin and a number of studies have been conducted, or are underway in this
respect [12, 13]. Fruition of one of a number of concepts for offshore wind farms in this
quasi-landlocked sea would spearhead the technology, generate more interest, potentially serve
as a catalyst for other projects, and spur growth of a project support infrastructure in the region.
The paper presents results from a combined Measure-Correlate-Predict (MCP) and
Computational Fluid Dynamics (CFD) analysis that is envisaged to explore longer-term wind
resources off the north east coastline of the island of Malta. The source data measured at the
candidate site (44rax Point) was extrapolated in the longer term by means of MCP techniques
with another site at Wied Rini; in this case the latter acting as a reference site. The
MCP-generated longer-term wind conditions at the Afirax Point mast were subsequently used
to calibrate CFD model runs that were envisaged to generate new estimates of local wind
resources in the area surrounding the 80 metre mast; values that also help validate the combined
MCP-CFD methodology performance with other studies for the offshore site.

61
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Figure 1: Schematics showing the location of the Ahrax Point and Wied Rini wind monitoring stations
with respect to the Maltese archipelago.

2. Background

As always, wind resources are of critical importance to the economic viability of a wind project.
This new study strives to use new wind data captured very close to the offshore site and at a
height that is similar to the hub height of the modern offshore grade wind turbines. The MRA’s
wind monitoring station at AArax Point is located on a small promontory surrounded by water
on three sides. The installation location itself may be considered to be at the northern-most tip
on the main island of Malta. The wind monitoring structure that was planned and installed in
late 2009 by Oldbaum Services Ltd. [14] consists of an 80 metre tubular mast with uniform
cross-section. Instrumentation consists of wind speed and wind direction sensors, pressure,
relative humidity and ambient temperature probes. The height of this structure and the variety
of instrumentation at Axrax Point 1s enabling the capture of information at a height above
ground level that is to date unsurpassed in the local context [15, 16].
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Research at the University of Malta’s Institute for Sustainable Energy (ISE) and within the
Department of Mechanical Engineering has also focused on the potential for wind power
generation in Malta. Wind measurements have been undertaken at a number of local sites to
generate more knowledge on local high level conditions and also on low level wind resources.
One of the ISE’s long standing wind measurement stations is that at Wied Rini on Malta’s south
west coast (see Figure 1). The site is at a high elevation by local standards (c. 200 m above
mean sea level) and is exposed to the prevailing winds that dominate the central Mediterranean
basin, although localised effects could also be present.

A disused lattice-type telecommunications tower is being used as a wind monitoring platform.
The wind data from this location spanned over a number of years with measurement levels at 10
and 45 metres above the ground [17]. Recently the station was substantially upgraded in
collaboration with the Ministry for Resources and Rural Affairs (MRRA) to also include other
measurement points on the tower.

3. Methodology
3.1 The wind data

Wind speed and direction records were sourced from the 10 metre level in the case of the Wied
Rini tower (see Figure 2) and from the 80 metre (speed) and 78.5 metre (direction) levels on the
Ahrax Point mast (Figure 3). The time frames of the measurements used in this analysis are
listed in Table 1. Data availability for Wied Rini over the full duration of measurements was
97.9%.

Direct comparison between the wind speed records captured at 80 metres at AZzrax Point and at
10 metres at Wied Rini indicates that the readings from the latter site are lower; as a direct and
unavoidable consequence of the that site’s lower monitoring level. Figure 4 shows the
percentage difference between the measured monthly mean wind speeds at both locations over
the 24 calendar month concurrent time frame, with the percentage difference defined as:

(EM:WRIO —U wt:aps0 )/UM:WRIO (1)

where Uw. stands for the monthly mean wind speed value. Additional notation in the
subscripts refers to the site and height in question.

Table 1: Table lists details relevant to the two wind data sources used in this study.

Site Name Monitoring Height a.g.1. Duratl'on Considered
[m] 10 minute averages
Wied Rini 10 December 1996-October 2011
Ahrax Point 80/78.5 November 2009-October 2011
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Figure 2: The 10 metre level sensor cluster at Figure 3: The 80 metre mast as installed at Ahrax
Wied Rini which is being used as a source for the  Point. The wind speed and direction records come
long-term ‘donor’ dataset is shown on the short  from the top-most mast level.

supporting boom close to the tower.

Inspection of the plot also indicates that the percentage difference between the monthly mean
wind speeds decreases during the months exhibiting lower than average wind speeds; typically

occurring during the hotter summer period. During the windier winter months, differences are
more marked.
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Figure 4: Percentage difference between monthly mean wind speed values measured at 10 metres at
Wied Rini and at 80 metres at Ahrax Point.
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3.2 Measure-Correlate-Predict (MCP) techniques

Whilst it is acknowledged that longer-term datasets will reduce the level of uncertainty in wind
resource projections and turbine energy yield estimates, it is also clear that longer measurement
programmes imply longer waiting times before the fruition of an actual project.
Measure-Correlate-Predict (MCP) techniques have been devised as a stop-gap measure that
enables longer-term projections of the site-specific wind resources at a candidate site, thus
cutting down on the waiting times necessary to carry out longer-term wind assessments at the
site of interest. In principle, MCP techniques strive to build a relationship between the
candidate site (i.e. the site where the short-term measurements are being conducted to establish
the viability of a wind project), and the reference site [18].

The Wied Rini long-term 10 metre level dataset was used in this MCP exercise to project
long-term wind resources at A/irax Point. The MCP techniques used in this study were those
provided by the MCP module in the WindPRO'" [19] software. The MCP toolbox provided
Linear Regression and Matrix MCP techniques amongst others.

One test involved assessing the percentage differences between the Linear and Matrix
MCP-generated monthly mean wind speed values and the actual measured monthly means
solely over the concurrent 24 calendar month period for 80 metres at AArax Point and as
follows:

(UMCP:APX() ~Umapso )/UM.—APSO (2)

where Uwm. stands for the measured monthly mean wind speed values and Uwmce. for the
MCP-generated monthly means. Once again, additional notation in the subscripts refers to the
site and height in question.

Both Linear and Matrix MCP methodologies generated monthly means that track each other in
similar fashion. The months when the percentage differences between the direct measurements
at the two sites were lowest (refer to Figure 5) gave the largest differences between
MCP-generated and the measured results. One hypothesis could be that the MCPs tended to
overestimate the candidate site’s wind resources during the calmer summer months, although
this behaviour will need further investigation before some conclusion may be drawn.
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Figure 5: Percentage differences between WindPRO™ MCP-generated monthly means and the
measured monthly values over the 24 calendar month concurrent measurement period.
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The linear regression method was eventually selected as a basis for rebuilding the long-term
meteorological time series at Axrax Point. In the linear regression MCP technique, concurrent
10 minute average wind speed and direction records from the Wied Rini (10 metre level) were
compared side-by-side with the AZrax data captured at 80 metres above the ground. Regression
was conducted on a 1 degree per sector analysis basis.

The resulting correlation coefficients (R values) and Standard Errors are displayed in radial
plots for the 360 sectors (see Figures 6(a) and (b)). In general, the correlation coefficient is in
excess of 0.8 indicating a reasonably good fit. Lower values are evident in the north and
southerly sectors. Standard Errors are also higher for the south.

(a) (b)
Figure 6: Radial plot showing (a) the correlation coefficients R, and (b) the Standard Errors,
for the linear regression analysis between the two sites.

Once the linear relationship between the two sites had been built, the long-term data set at the
reference site was scaled to reflect conditions at Azrax Point over the full duration of the Wied
Rini measurement programme. A meteorological time series consisting of 10 minute wind
records was therefore generated for A%rax Point over the period December 1996 to October
2011. Availability was the same as for the original reference site dataset.

As the intention of this current work was to generate longer-term projections of wind resources
in the near shore coastal region off the north east coast of the island of Malta, this
newly-generated representative time-series for Afirax Point was then used as climatological
input to the CFD models described in the next section.

3.3 The CFD modelling domains
3.3.1 Introduction

WindSim" [20] is one of a number of CFD-based software programmes used to model wind
flow over terrain. It is worth briefly describing the programme’s layout in order to enable the
reader to follow the technical terms used in the methodology descriptions.

The WindSim™ program consists of a number of inter-dependent modules. These enable the
interfacing of topography and surface roughness features, wind flow fields that handle the CFD
computations, a module enabling the insertion of climatologies and wind turbines, a module to
generate wind resource maps and finally a part which enables calculation of wind turbine
energy yield.
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A computational domain was first designed within which the later modules carried out the
computations. This required topography features, including height above mean sea level and
surface roughness. The grid above the surface within which the CFD calculations were
executed was also defined at this stage. The next stage involved the CFD computations. The
programme solves the Reynolds Averaged Navier Stokes (RANS) equations through an
iterative process using either a segregated or coupled solver that, once complete, is expected to
achieve a converged solution monitored by means of a number of indicators. The measured or
statistical climatologies were then fed into the domain, a technique that calibrates the model.
Various results were computed including the inflow angle, x, y and z wind speed scalars and so
on. Wind resource files within the domain were also generated. The final module permits
calculation of energy yield using programme inbuilt or user-defined wind turbine power curves.

3.3.2 The Macro model domain

In the first run required for this study the topography covered an extensive or macro domain
that was designed to encompass a large area around the islands; a strategy designed to also
provide boundary conditions for later calculations that would zoom in on selected areas of
interest. A reasonable buffer zone between the domain boundaries and the islands’ landmass
was retained to limit any potential blocking effects. The limits of the digital terrain model
(DTM) referenced using a Universal Transverse Mercator (UTM) coordinate system (Zone 33
S) and the extents of the grid file with the respective resolutions are listed in Tables 2 and 3. The
vertical resolution of the grid was variable, as the software distributes the cells closer to the
surface with decreasing resolution as the height above the surface increases. The number of
cells is almost 3,000,000. Figure 7(a) shows the extent of the macro domain with the island
group and with height contours for the topography. Figure 7(b) shows a simple surface
roughness map used in the computations.

Table 2: Extent of the Digital Terrain Model used in WindSim™ and dubbed the Macro domain.

xmin. | xmax. | ymin. | y-max. | x-extent | y-extent | Resolution
[m]
420000.0 | 489984.0 | 3954000.0 | 3999972.0 | 69.984.0 | 459720 | 180.0

Table 3: Extent of the data in the grid file (grid.gws) used in the calculations.

X-min. | X-max. | y-min. | y-max. | x-extent | y-extent |Resoluti0n
[m]
420000.0 | 489984.0 | 3954000.0 | 3999972.0 | 699840 | 459720 | 36,0

Table 4. Grid spacing and number of cells used in the Macro domain model.

X y z Total
Grid Spacing 180.0 180.0 Variable -
[m]
Number of Cells 388 255 30 2,968,200
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(a) (b)

Figure 7: Screenshots from WindSim™ showing the extent of the Macro model domain used in the CFD
simulations with (a) the topography file showing elevations above mean sea level and (b) the surface
roughness map, both of which formed part of the DTM used in the CFD simulations module.

The default turbulence model was used, this being the standard k-¢ model. The k-¢ model may
be classified as one of the eddy viscosity model types. A segregated solver was employed, with
a standard air density default value of 1.225 kg/m’. A selection of screenshots from the software
(shown as Figures 8 (a) to (d)) illustrates typical plots of the residuals values for various
direction sectors. Convergence of all parameters under scrutiny occurs well before the 10,000
iterations were conducted. The variables being monitored are the residuals for the three velocity
components Ul, V1 and W1, KE - that represents the turbulent kinetic energy - and EP, the
dissipation rate [20].

(a) 000° (b) 090°

(©) 180° d 270°

Figure 8: Typical convergence monitoring of residual values of key parameters, in this case showing
results in the four cardinal direction sectors (images reproduced from WindSim™ screenshots).
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The Wied Rini mean wind speed at 45 metres above ground level over a five year period
(2003-2007) was 6.8 m/s [17]. Using Ahirax Point as a climatology object in the CFD model to
generate wind resource maps at different levels above the ground yielded a long-term mean
wind speed of between 6.7 and 6.8 m/s for a height of 45 metres at Wied Rini. The measured and
computational results for the reference site are therefore very close.

Using CFD and MCP-generated wind resources at the same height as the Azrax Point top level
wind speed sensor (80 metres) resulted in a wind resource map over a wider marine area.
Output data files containing x, y, z and mean wind speed values were converted using the
Surfer® [21] mapping software to generate a grid file that allowed the data to be plotted and
displayed as shown in Figure 9. This shows that wind speeds offshore are likely to be
comparatively higher than in zones close inshore; as would be expected due to land shielding
effects. The impact of the prevailing north westerly winds is reflected in the wind speed bands
within the coastal zone to the leeward of the islands i.e. along the north east stretches of the
coastline. Lower wind speed areas would also seem to extend further offshore to the south east
of the islands. The lower wind speed area between the two main islands is also of interest and is
presumably a result of the proximity of the three land masses that is being taken into
consideration by the CFD model.

To date there are no offshore wind stations having measurement levels close to the hub height
of modern wind turbines. Consequently, wind resources offshore can only be estimated using
mathematical models and wind data from an onshore station such as the one at AArax Point. The
domain size used in the Macro CFD modelling is very extensive and the operational
characteristics of the CFD model have yet to be verified in the local context. Also, wind
conditions at increasing distances from the mast could be subjected to localized effects. It is
always recommended that wind resources at a prospective wind turbine installation site should
be confirmed by site-specific wind measurements at the height of interest during the planning
stages of a wind farm project.
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3960000
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Figure 9: Mean wind speeds modelled for a height of 80 metres above the surface within the Macro
domain. The location of the Ahrax Point mast is labelled with a marker.
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3.3.3 The Micro model domain

The micro domain (Micro_01) was designed in order to enable a more detailed representation
of wind conditions off the coast in the AArax Point area. The micro domain was selected from
within the larger macro domain’s grid file. In the case of the macro domain, boundary
conditions at the inlet were set by the user and default values used for the velocity at the top of
the boundary layer profile. Inlet conditions can either be fed to the model from a mesoscale
model or from previously-generated results of a larger domain computation. In this case, the
Micro domain was ‘nested’ within the macro domain to generate the wind fields. This process
is expected to yield more accurate results within the area of interest. Another feature is the
ability to incorporate a refinement grid within the Micro domain itself that re-distributes the
computational mesh used in the CFD computations. This allows a more detailed grid in the area
of interest, whilst relaxing grid resolution towards the micro model boundaries.

The Micro 01 model itself focused on the near shore offshore space in the vicinity of Sikka
[-Bajda and a stretch of coastline between Cirkewwa, Ahrax Point and Melliefia Bay. These
zones offer seas with depths of up to 30 metres that could support offshore wind turbines. The
limits of the digital terrain models (DTM) and the extents of the grid files with the respective
resolutions are listed in Tables 5 to 7. The resolution of the grid in the x and y directions was
variable and ranged between minimum and maximum values as the refinement area option was
utilised. The 30 cells in the z direction were also distributed with higher resolution closer to the
surface. The segregated solver option was also used in this case. Figure 10 shows a comparison
of the physical extents of the macro and micro domains.

Table 5: Extent of the data in the Macro domain grid file (grid.gws).

Macro domain
xmin. | xmax. | ymin. | y-max. | x-extent | y-extent | Resolution
[m]
4200000 | 4899840 | 39540000 | 39999720 | 69,9840 | 459720 | 360

Table 6: Extent of the Digital Terrain Model (DTM) extracted from the grid
used in the Micro model runs.

Micro 01

X-min. | X-max. | y-min. | y-max. | x-extent | y-extent | Resolution
[m]
4400000 | 450000.0 | 39800000 | 39900000 | 10,0000 | 10,0000 | Variable

Table 7: Grid spacing and number of cells used in the Micro domain wind fields computations.

Micro 01
X y z Total
Grid Spacing 13.0 - 209.2 13.0 - 209.2 Variable ]
min. — max. [m]
Number of Cells 316 316 30 2,995,680
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Figure 10: WindSim™ screenshot showing the extent of the Macro model and the Micro 01 domain.

The Mott MacDonald (2009) report [11] used nearby datasets compiled by the National Centre
for Atmospheric Research (NCAR) [22] in conjunction with the European Wind Atlas and a
WASP [23] analysis to compute estimates for the wind resources at Sikka [-Bajda. Wind speeds

at a height of 70 metres above surface over the reef area were estimated to be between 6.5 m/s
and 7.5 m/s.

3990000

m/s

3980000 T T T T

445000 —
450000

Figure 11: Wind resources map for 80 metres above the surface resulting from Ahrax Point’s
MCP-generated long-term climatology used as input to the CFD programme. The map shows the mast’s
location and the coastal area off Marfa Ridge also covering the approximate area of Sikka I-Bajda
(denoted by an ellipse).
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In this new study, wind resources were generated using WindSim’s inbuilt wind resources
module and the A%rax Point MCP-generated long-term climatological time series for the 80
metre level. The Micro model enabled a more detailed analysis of the area in question. The
same process of grid data file generation and import into the Surfer” software applies as
explained earlier on. As in the previous case, wind speeds appeared to be lower close inshore, as
would be expected for areas in the land ‘shadow’.

In this new analysis (see Figure 11), the long-term mean wind speed over the reef at a height of
80 metres was estimated to range between 6.7 and 7.1 m/s. The range of values reconfirms
earlier results. Future analytical work will seek to reassess this wind speed range for the reef
area and its surroundings as more information becomes available and as the model inputs are
refined further.

4. Conclusions

The main conclusions from this ongoing research work are as follows:
. An MCP analysis between onshore candidate and reference sites enabled the
extrapolation of records from a new short-term measurement programme into a time series
having the same time frames as the reference station dataset.
o Using the long-term time series as a climatology input to the CFD programme could
enable a more accurate representation of the candidate site’s longer-term wind speed
characteristics.
o These preliminary results indicate that the combined MCP-CFD analysis is capable of
generating reasonable estimates for wind resources and within the wind speed ranges
reported in earlier work.
o The generation of a long-term time series at the candidate site will also enable a more
detailed analysis of wind turbine performance by means of the CFD software tools.
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Abstract — In this study a validation methodology for regional mesoscale model simulations when
ingested with surface wind data inferred from satellite sources around Continental Portugal is
evaluated. Observational wind data from a “quasi” offshore anemometric mast located in the Berlenga
Island — near Peniche region — was used for the validation study. Satellite sources of wind data under
assessment are the ones being used in the EC funded FP7 NORSEWInD project, such as the
QuikSCAT and SAR. The validation study evolves 10 years of full wind data, starting in January 2000
to December 2009. The evaluation was performed in two different spatial validation approaches.
Results from this study indicate that the wind satellite data has good quality to be assimilated on high
resolution mesoscale model simulations particularly the ones concerned with long term behavior of the
wind field near the coastal areas.

1. Introduction

Mesoscale model simulations are a very promising tool to characterize the wind flow and for
the production of wind atlases for wind power studies. The output of these models consists on a
group of several meteorological variables for different height levels on a grid that covers the
area under investigation. Generally, the results provided by those models contain systematic
errors that are not exclusively dependent on the physical parameterizations but are in fact
influenced by the topography shape, the spatial resolution of the simulated grid, interpolation
errors between observational and grid model points, among others. To interpret and
characterize these errors a spatial statistical methodology, using the observational data as
reference, was applied and evaluated.

The purpose of this work is to validate the wind field from a long term simulation provided by
the WRF [1] mesoscale model, using spatial observational surface wind data from the
QuikSCAT [2] satellite data for Portugal. The observational wind data from the satellite was
given as input to two different spatial interpolation methodologies used for validation and
evaluation of the quality of the simulated results, namely, the known Kriging interpolation
method and a newer Composite interpolation method [3]. To evaluate the validation quality
between each of the spatial interpolation schemes, a statistical analysis was then performed
with the observational met mast tower installed at the Berlenga Island. Figure 1, depicts the area
under study. The Berlenga Island is a small rocky island located about 10 miles away to the
west coastal region of Peniche, in the vicinity of the Lisbon region.
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Figure 1: Island of Berlenga under the area of investigation.

The work developed in this study is in the scope of the validation research activities of the EU
FP7 NORSEWInD project [4].

2. Spatial Interpolation Methodologies

The first procedure to validate the deviations between the winds predicted (WRF results) and
observed (satellite data from QuikSCAT) was to compute the mean bias at each QuikSCAT
location using the nearest WRF grid point:

N
1

BIAS(x) = ﬁz Windyygg(x) — Windqm}csm'r (%) (1)

i=1
Where N is the total number of wind observations at each point along 10 years. A positive bias
value indicates that the mesoscale model overestimates the wind whereas a negative bias
implies an underestimation.
Next, a spatial deviation matrix was computed with the help of a spatial interpolation
technique. Two different interpolation schemes were tested. Each one is described in the
following sub-sections. The spatial deviation matrix should preserve the same area under
investigation, the same spatial resolution and the same aspect 2D grid ratio between model
grid and satellite data points.
After being built, this matrix will reflect the mean spatial deviations that represent the spatial
validation or the uncertainty of the simulated wind fields. From the observational wind data
placed in the study area, the quality of the interpolation method used for validation purposes
will be inferred. This task will be done using the independent anemometric mast installed in
Berlenga Island.
The quality of the spatial interpolation scheme can be inferred by evaluating the following
statistical parameters, BIAS and MSESS (Mean square error skill score named here as
SCORE) which is mathematically defined as:

MSESS = MSEywrr — MSEygrsipeviation (2)
MSEE—".’RF

Where MSE is defined as:
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N

1 2
MSE(x) = N Z [(Windyge () — Windgyigscar(¥) )] 3)

i=1

And MSEwRF+peviation means
1 a
M.s E“”RF*‘D eviation == F Z [[t’l:?’ud WERF l:x:l+E‘IA.S' I:I::I] : (4)
i=1

The SCORE results will be represented in percentage (%). A value near 100% means the
interpolation method for spatial statistical correction is perfect while a value near 0% means
the mesoscale model and the statistical model are equivalent. A negative value indicates that
the application of the correction will worsen the initial results.

2.1. Kriging interpolation method

Over the years, Kriging interpolation technique became an important spatial prediction tool in
Geostatistics. It is a method that interpolates a value of a random field at an unobserved location
based on the available surrounding measurements. The Kriging interpolation scheme is a best
linear unbiased estimator (BLUE) that minimizes the spatial variance with a stochastic spatial
function known as variogram. A simple formulation of this method can be expressed by:

N
ZE = Z"':KD:] = z ?‘i Z':xi:] (4)
i=1
.zl Az .Z, /JT:%ZJ
A~ y E
- . ! \-\‘ o 4 &
Zo: predicted value at x0; ~ /V
M: weight at location xi; T™ Zt P
di: distance between xi and x0; 9
N: Number of sample values used in Ze ;/ / N

prediction; \\;
Z, \/ ‘i“’.
31
Figure 2: Weights of Kriging interpolation estimator.

More details about this spatial interpolator method can be found in [4, 5].

2.2. Composite method

The Composite method is a spatial interpolation tool developed by LNEG [6] where the
deviation matrix is computed as a weighted linear combination of several data points. The
linear coefficients associated to each grid point are calculated according to the inverse distance
but applied to the nearest points. In this case, the distance is automatically computed via a
radius of influence which depends on the spatial variance of the data.
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3. Case Studies

The input data for testing both spatial interpolation schemes was:

e Ten years of wind data (2000-2009) from the WRF mesoscale model, at a height of 21
m with a spatial resolution of a 10x10Km.

e The available QuikSCAT points on the same simulation area, but extrapolated to 21 m
a.g.l. with the wind power law (neutral stage) provided with an alpha coefficient of
0.104 which is common for the area under study.

Figures 3 and 4 displays the simulated wind field by WRF model and the QuikSCAT wind
field, respectively.
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Figure 3: WRF mean wind field for the Figure 4: QuiKCAT mean wind field for the
period between January 2000 and period between January 2000 and
December 2009. (h=21m). December 2009 (all data available for the

area). (h=21m after 10m extrapolation with
the wind power law).

To demonstrate the usefulness of each interpolator method, two different case studies were
performed.

3.1 Case study A
In this case, the grid presented in figure 3 with all the available QuikSCAT data points (figures
4 and 5) was used to perform the deviation matrix of the WRF field.

Figure 5: QuikSCAT available points at the simulated area — GRID 1.
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The figures below show the deviation matrix and the final wind field for 219 QuikSCAT data
points after the application of both interpolator methods (figures 6 and 7 with Kriging
interpolator and figures 8 and 9 with the Composite method).

13 #2s mE 0 A8 8 86

Figure 6: Deviation matrix performed with Figure 7: WRF+Deviation matrix with Kriging
Kriging interpolation. interpolation.

Figure 8: Deviation matrix performed with Figure 9: WRF+Deviation matrix with
Composite method. Composite method.

In figure 10 a plot of the spatial differences between both deviation matrixes is presented and
table 1 represents the statistics obtained for three QuikSCAT data points identified in the figure.
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Figure 10: Difference between the deviation matrixes generated by the Composite and Kriging
interpolation methods (Composite - Kriging).
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Table 1: Bias between QuikSCAT points and model results
(considering model results minus QuikSCAT).

QuikSCAT WRF Kriging Composite
Wind speed (m/s) 8.04 6.75 8.15 8.11
. Bias (m/s) - -1.29 0.11 0.07
Wind speed (m/s) 8.12 7.19 8.44 8.38
" Bias (m/s) - -0.94 0.32 0.26
Wind speed (m/s) 8.01 6.79 8.32 8.27
" Bias (m/s) - -1.22 0.31 0.26
3.2 Case study B

Case study B is based on the application of two different grids (figures 11 and 12). These were
obtained from a selection of ten available wind data points from QuikSCAT in order to
compose a final deviation matrix. This approach can be useful when there is more than one
source of satellite data unsynchronized in time or in spatial resolution (e.g. SAR satellite data).

Figure 11: Ten QuikSCAT points inside the Figure 12: Ten QuikSCAT points inside the
simulated area — GRID 2. simulated area — GRID 3.

Following this idea, the results presented in figure 13 and 14, were obtained by averaging the
two deviation matrices (as having two sources of different wind satellite data) created with
Kriging interpolation scheme.

Figure 13: Final deviation matrix performed Figure 14: WRF+Deviation matrix with
with Kriging interpolation method (two grids as  Kriging interpolation method (two grids as
input). input).

32




R.Marujo et al.

For the Composite interpolation method the results were also assessed in a similar two step
approach:

o First, the deviation matrix from each case (figures 11 and 12) using the selected data
points was created.

e Secondly, the Composite method ingests the two deviation matrices and generates the
final deviation matrix.

The following figures show the final deviation matrix on the left and the corrected wind field on
the right.

Figure 15: Final deviation matrix performed Figure 16: WRF+Deviation matrix with
with Composite interpolation method (two grids Composite interpolation method (two grids as

as input). input).

Figure 17 depicts the difference between the results from both deviation matrices (figure 13 and

figure 15) and table 2 illustrates the obtained statistics for three QuikSCAT points identified in
the figure.

41
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Figure 17: Difference between the deviations matrices from the Composite and the Kriging
interpolation methods (Composite minus Kriging).
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Table 2: Bias between QuikSCAT points and model results (considering model results minus
QuikSCAT).

QuikSCAT WRF Kriging Composite
Wind speed (m/s) 8.27 6.90 8.03 8.09
o Bias (m/s) - -1.37 -0.24 -0.18
Wind speed (m/s) 7.77 6.83 7.78 7.70
" Bias (m/s) - -0.94 0.01 -0.07
Wind speed (m/s) 7.58 6.46 7.69 7.64
* Bias (m/s) - -1.12 0.11 0.06

3.2 Evaluation

An evaluation of the validation quality provided by the two different spatial interpolation
schemes is here presented. The independent wind data was taken from the anemometric mast
located on Berlenga Island (see figure 1) which is operating since 2006. The anemometric
tower is composed by an anemometer and a wind vane both installed at 20m (a.g.l.) and a
second anemometer at 10m height (a.g.1.) corresponding to the meteorological reference height.
An observational wind database from the simultaneous periods between the mast and the two
model data inputs (QuikSCAT and WRF) was built in order to evaluate the spatial interpolator
schemes. Table 3 shows the statistical validation results.

Table 3: Statistical validation results at anemometric mast point.

Case A Case B
WRF | QuikSCAT Mast Kriging Composite Kriging Composite
Mean 6.58 | 7.56 727 733 7.28 7.44 7.31
(m/s) . . . . . . .
Bias (m/s) | -0.69 0.29 - 0.66 0.01 0.17 0.04
?%ORE - - - 99.24 99.97 93.93 99.66
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4. Conclusions

Two statistical interpolation schemes were used as a spatial validation technique to infer the
uncertainties in the wind flow from the WRF mesoscale model results. A comparison of the
Kriging interpolation method against the Composite method using two different case studies
was performed. To interpret and characterize the spatial quality of both statistical schemes,
some of the QuikSCAT satellite data was used as observational reference.

For case study A, the bias of the two methodologies at the selected points (table 1) shows that
the Composite method has better performance on all studied cases. This hasn’t been observed
on case study B, where Kriging shows a better performance on the blue areas, depicted in figure
17, (which are represented by points P2 and P3 of table 2) and the Composite method shows a
better performance on the red areas. Comparing all Kriging and Composite results it is noted
that maximum bias values are always obtained by the Kriging interpolation method.

The performance of both statistical interpolator schemes is assessed via an independent
anemometric mast for the period between 2006 and 2009. Results show a very similar behavior
(scores between 99% - 100%) for both spatial methods when all the available reference data
was used (case study A). On case study B, the Composite method has achieved a performance
near 100% against the 94% of the Kriging method.

The high scores obtained with both statistical interpolator schemes enhance the fact that,
inferred satellite wind data for the region around the meteorological mast of Berlenga has good
quality. It is appropriate for assimilation studies on regional mesoscale models like wind atlases
studies, offshore wind power prediction or even for characteristics studies of the long term wind
behavior for the Atlantic coast of Continental Portugal.
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Abstract — The present paper arises from the successful experience of the European Project “Wind and
Ports”, which mainly focused on the forecast of wind for the management and the safety of port areas.
This project lasted 3 years and it involved 6 partners, i.e. the University of Genoa and the Port
Authorities of Genoa, La Spezia, Livorno, Savona (Italy), and Bastia (France), with the aim of
monitoring and predicting the wind in the main ports of the northern Tyrrhenian Sea for the operational
security of port areas. The activities developed at each port within the context of this project consisted
in the realisation of: an advanced in situ wind monitoring network; a wind velocity statistical analysis;
a medium-term wind velocity forecast (0-3 days) system; a short-term wind velocity forecast (0-1 hour)
system; a web-based GIS system realized to make the products of the project directly available to the
end-users. Among several opportunities, all these products can be used as building blocks for further
applications focusing on wind energy exploitation in coastal areas and in the near offshore. In
particular, according to the project results, the statistical analysis has been used for the evaluation of the
wind energy production and the efficiency of more than fifty different wind turbines in the Port of
Genoa, and three different wind farms have been proposed adopting a small-size, medium-size, and
large-size wind turbine. Further applications for predicting the wind energy at an operational level,
which is important to promote the smart management of electrical grids, to allow the participation in
the day-ahead electricity market, and to plan the maintenance of the wind turbines, are currently
on-going and under validation.

1. Introduction

Seaport areas, in general, are very often exposed to wind velocities relatively higher than the
surrounding inland, which is quite obvious because of the lower roughness of the sea with
respect to land (see for example Wieringa, 1993, for some zj values of different terrain types).
From the Italian Wind Atlas (http://atlanteeolico.rse-web.it/viewer.htm) it is evident that the
Northern Italy is characterised by rather low mean annual wind speed values, except on top of
the ridges and in coastal areas. Moreover, in the Northern Tyrrhenian, the former areas often
belong to protected zones whereas the latter ones are usually considered of particular interest
for tourism, so that the integration of wind farms into the territory is rather complicated. All
these aspects make seaport areas very attractive for wind energy exploitation as they have
relatively high wind potentials and, at the same time, wind turbines have limited impacts there
because the big ports of the Northern Tyrrhenian are mainly industrial ports.

The original structure of the “Wind and Ports” project is depicted in the grey parts of Figure 1.
The project is based on three tools as main input wind data (level A): historical databases
obtained from long-period records of wind measurements; data from the Global Forecast
System (GFS, see http://www.emc.ncep.noaa.gov/index.php?branch=GFS); wind data
provided by monitoring networks installed in the port areas.
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All this information is processed by means of different numerical models in order to derive the
main products of the project (level B): a statistical characterisation of the port areas concerning
current and extreme values; a medium-term wind forecasting system (up to 3 days ahead); a
short-term wind forecasting system (up to 90 min ahead). A detailed description of the
numerical modelling tools used in this project is beyond the scope of the present paper: only a
brief description and references are included where needed. Finally, a web-based GIS system
(level D) has been realised to make the aforementioned products available to the port operators.
A short description of the project is provided in Section 2 of the present paper.

Figure 1: Scheme of the “Wind and Ports” project (grey) and
the new module for wind energy analysis (yellow).

From the products of this project, further applications can be developed, for example
concerning the realisation of a complete system for wind energy exploitation (level C). In
particular, the statistical analysis performed during the project “Wind and Ports” may be used to
design the wind farms in terms of wind potential evaluation and layout optimisation, whereas
the forecast tools could be used for the management of the farm. At present, only the tool to
calculate the wind potential has been implemented. This topic, which is also the focus of the
present paper, is described in Section 3. The two forecast systems for medium- and short-term
wind energy prediction are currently under development.

2. The “Wind and Ports” project

The main input wind data (level A of Figure 1) and the main products of the project (level B and
level D of Figure 1) are described in the following Sections 2.1 and 2.2, respectively. The
different numerical modelling tools used to obtain the aforementioned products are briefly
described in the corresponding sections.
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2.1 Input wind data

The project is based on three different kinds of wind data as input to the statistical analysis
performed and to the numerical models used to realise the project’s products (see Section 2.2).
These input wind data consist of historical data bases obtained from long-period records of
wind measurements (Section 2.1.1), wind data provided by the Global Observing System (GOS,
http://www.wmo.int/pages/prog/ www/OSY/GOS.html) of the World Meteorological
Organization (Section 2.1.2), and wind data provided by the monitoring networks installed in
the port areas (Section 2.1.3).

2.1.1 Long-period wind measurements

A set of 13 anemometric stations, shown in Figure 2, located in the surroundings of each port
has been selected to obtain information about the wind climate of the port areas through their
long-period records. Every station includes records of wind intensity and direction and, in some
cases, of atmospheric pressure and temperature. The time series of the mean wind speed and
direction have been corrected and analysed in order to determine the parent and extreme
probability distributions at the anemometric sites and then they have been used to calculate
some statistical wind maps over the port areas (see Section 2.2.1).

Figure 2: Map of the Northern Tyrrhenian Sea indicating the 13 long-term anemometric stations used
to study the wind climatology of the 5 port areas.

2.1.2 Global Observing System data

Atmospheric measurements collected regularly every day at 00, 06, 12, and 18 UTC' all over
the world are available to the international scientific community trough the World Weather
Watch programme of the World Meteorological Organization. These measurements consist of
observations taken on land, at sea, in the air and in the outer space by means of facilities owned
and operated by the Member countries of WMO.

" The Universal Time Coordinate (UTC) is the primary time standard adopted in meteorology. It is synonymous
with Greenwich Mean Time (GMT).
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The set of facilities and methods for making meteorological and other environmental
observations on a global scale available in a standard form in support of the different needs of
the scientific community constitutes the Global Observing System (GOS). All this information
is then distributed and exchanged through the Global Telecommunication System (GTS),
which is the communications and data management component of the World Weather Watch
programme. Finally, meteorological analyses and forecast products based on these data are
elaborated through the Global Data-Processing and Forecast System, which is organised on a
three-level structure, i.e. global, regional, and national, and involves many different
international institutions.

Among these, the National Centers for Environmental Prediction of the USA manages the
Global Forecast System, which acquires data from GOS and runs its own global circulation
model to forecast the state of the atmosphere up to 16 days ahead. Then, GFS provides initial
and boundary conditions to run limited area models wherever one needs over the Earth. In the
context of the project “Wind and Ports”, the meteorological model WRF is used as main tool for
the medium-term wind forecast system (see Section 2.2.2), so that data from GOS is used
indirectly through the operational chain made up of GFS-WRF.

2.1.3 In situ monitoring networks

Each port area has been equipped by a series of anemometers, suitably distributed in the most
exposed zones, which makes up of 5 inter-connected local monitoring network facilities. Figure
3 shows the network of the instruments, which is constituted by 22 bi- or tri-axial ultrasonic
anemometers (circles). Besides, 9 anemometers co-financed by the Port Authority of Genoa
will be added soon (squares in Figure 3), leading to a network of 31 instruments in total.

Figure 3: Anemometer stations installed in the 5 port areas: financed by the project (yellow circles)
and by the Port Authority of Genoa (yellow squares).

The positions of the instruments have been chosen in order to cover homogeneously the port
areas and to register as much as possible undisturbed wind velocities. The instruments are
generally mounted on high-rise towers or at the top of buildings, with particular attention to
avoid local effects affecting the measures. The sampling rate of the anemometers is set to 10 Hz,
with the exception of the anemometers installed in the Port of Bastia, which record at 2 Hz.
Wind measurements are collected with a precision of 0.01m/s and 1° for intensity and direction,
respectively.
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A set of local servers, placed in each port authority headquarter, receives the measures acquired
by the anemometers in their own port area, and elaborates the basic statistics on 10 min periods.
Then each local server automatically sends row data and statistics to a central server at the
University of Genoa.

It is worth noting that the wind data measured by the anemometers installed in the port areas
will be statistically significant from a climatological point of view only after several years of
recordings, so that these data cannot be used to elaborate statistical wind maps over the port
areas. However, these data are fundamental for the short-term wind velocity forecast system
(see Section 2.2.3) and their transfer in real time is crucial to update the system in order to make
it really operational.

2.2 Products of the project

In the framework of the project “Wind and Ports”, three main products have been developed
and delivered, based on the different kinds of wind input data described in Section 2.1.

These products consist of the statistical analysis of long-term anemometric records in order to
obtain a statistical characterisation of the 5 port areas (Section 2.2.1), the realisation of a
medium-term wind velocity forecast system (Section 2.2.2), and the realisation of a short-term
wind velocity forecast system (Section 2.1.3).

2.2.1 Statistical analysis of the port areas

The time series of the 13 long-term anemometric stations selected in the surroundings of the
Ports of Savona, Genoa, La Spezia, Livorno, and Bastia (Section 2.1.1) have been used to
evaluate the (directional and non-directional) parent and extreme distributions within the
aforementioned 5 port areas.

This result has been achieved through proper numerical tools that transfer, by means of a set of
so-called transmission coefficients, the single-point anemometric information available at the
long-term stations to the points of computational grids defined for each port with a horizontal
resolution of 80 m (50 m for Bastia) and 10 different heights above the ground level (2, 5, 10,
15, 20, 30, 40, 50, 100, and 150 m AGL). In general, the evaluation of the transmission
coefficients appropriate for reconstructing a wind field starting from a few points can be carried
out through analytical, numerical or experimental methods. In this project, the coefficients have
been evaluated by two numerical models, namely WINDS (Burlando et al., 2007) and an
improved and extended version of the procedures introduced by the Engineering Science Data
Unit (ESDU, 1993). Both these models take into account the high-resolution topography and
roughness of the area under consideration. In particular, WINDS has been used mainly to
obtain the transmission coefficients (see also Burlando et al., 2010, and Freda and Solari, 2010)
to map the wind at given points into the wind at a different set of selected points, i.e. the
computational grids of the 5 ports, while the revised version of ESDU has been used to derive
the transmission coefficients that map turbulence intensity and gust peak.

Using these transmission coefficients the long-period time series have been transferred to the
points of the port computational grids. Then, for each point of the computational grids, the
parent population has been analysed and regressed by means of the hybrid Weibull model in
directional and non-directional form. As far as the extreme wind velocities are concerned, the
process analysis has been adopted to evaluate the corresponding extreme distributions
(non-directional analysis only). Figure 4 shows an example of statistical maps, e.g. the mean
annual wind speed and the wind speed corresponding to 50 years of return period, for the Port
of Genoa at 50 m AGL. The maps are represented by means of coloured points in order to show
the horizontal resolution of the grid points of the computational grid used for the Port of Genoa.
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Figure 4: Statistical maps of the Port of Genoa at 50 m AGL: (a) mean annual wind speed;
(b) wind speed corresponding to a return period of 50 years.

2.2.2 Medium-term wind velocity forecast system

The medium-term wind velocity forecast system is based on three different numerical models:
the global circulation model of the Global Forecast System (already described in Section 2.1.2),
the Weather Research and Forecasting model (WRF), and the WINDS model. This forecast
system provides the user with wind forecasts up to +72 h ahead.

WRF is a next-generation mesoscale numerical weather prediction model, designed for
operational forecasting as well as atmospheric research. Its solver integrates the compressible,
non-hydrostatic moist Euler equations in flux form, which are conservative for scalar variables
(Ooyama, 1990), formulated using a terrain-following hydrostatic-pressure vertical coordinate,
as proposed by Laprise (1992). This meteorological model provides as prognostic variables
also the two horizontal components and the vertical component of the wind velocity.

The diagnostic WINDS model is used to downscale the outputs of the larger-scale and
lower-resolution numerical weather prediction model, i.e. WRF, to obtain higher-resolution
wind fields onto the computational grids of the port areas.

The medium-term forecast system calculates the wind forecast, every day, from 00 UTC to
+72 h with a time-step of 1 h, through 3 runs of WRF and 2 runs of WINDS. Each run provides
the wind forecast over a smaller and smaller domain with increasing resolution.
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Figure 5: Three-dimensional wind field forecast obtained over the Port of Genoa by means of the
coupled forecast system GFS-WRF-WINDS.

The largest domain of WRF covers all the Mediterranean Sea and the forecast is performed with
the initial and boundary conditions of the GFS. Then, the second and third runs are performed
over two additional grids with increasing horizontal resolution by means of a 2-way nesting
technique. Finally, two runs of WINDS are performed by means of a 1-way nesting technique;
the first run uses the boundary conditions from the finest-grid of WRF, whereas the second run
uses the boundary conditions from the first run of WINDS. Figure 5 shows an example of the
wind field forecast over the area of the Port of Genoa.

2.2.3 Short-term wind velocity forecast system

The short-term wind velocity forecast system is based, for each port area, on the data measured
by the anemometers installed in the corresponding monitoring network (Section 2.1.3). This
forecast is carried out by a two-step procedure: at first, short-term wind velocity forecasts are
carried out at each anemometer of each port area; then, these results and the transmission
coefficients (described in Section 2.2.1) are used to calculate the short-term wind velocity
forecasts in the computational grids of each port.

The short-term wind velocity forecast procedure implemented for this project is founded on a
fully probabilistic approach derived as an evolution of the one proposed by Freda et al. (2009).
The forecast is based on a convenient conditional probabilistic model of the future values, given
the wind speed at present. In particular, for each anemological station installed in the port areas,
the wind speed at the forecast horizon #, + n A¢, where Az = 10 min is the time between two
subsequent mean wind velocity measurements and # is the number of time-steps, is evaluated
based on the last wind speed values measured at time 7. The wind speed forecast is given in
terms of a threshold that represents the maximum value expected in the forecast horizon with a
given non-exceeding probability. For the “Wind and Ports” project, three forecast horizons, i.e.
30, 60, and 90 minutes, and three non-exceeding probabilities, i.e. 90%, 95%, and 99%, have
been chosen. Further details on the probabilistic model can be found in Solari et al. (2012).
Analogously to the procedure adopted to transfer the anemometric records from the long-term
stations to the computational grids of the port areas, the short-term wind velocity forecasts
carried out at the anemometric stations of the monitoring networks are interpolated/
extrapolated to the same computational grids by means of the transmission coefficients in order
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to obtain short-term forecasting maps.

Figure 6 shows an example of the wind field forecast at 10 m AGL over the area of the Port of
Livorno. Note that the difference between the higher wind speed values of the three
anemometers in the northernmost part of the port area with respect to the values reported on the
map is due to the fact that those anemometers are placed at heights much higher than 10 m AGL,
which is the quote that the map refers to.

Figure 6: Wind field forecast at 10 m AGL over the area of the Port of Livorno: values of the wind speed
and direction measured by the anemometers of the monitoring network (left);
wind field forecast reconstructed from measurements (right).

3. Wind energy analysis of the Port of Genoa

The results provided by the project “Wind and Ports” can become the building blocks for
further applications focused on wind energy exploitation in coastal and near-offshore areas. In
particular, the results of the statistical analyses carried out for the Port of Genoa (as described in
Section 2) can be exploited for the evaluation of the wind potential of that area and possible
wind farms within it.

For this purpose, 51 different wind turbines have been considered, ranging from small to large
size, with either vertical or horizontal axis (41 and 10 turbines, respectively). On the basis of the
wind curve provided by the manufacturer, the turbine efficiency, the mean wind power and the
annual energy potential have been evaluated for each turbine in every point of the
computational grid defined for “Wind and Ports”. Section 3.1 provides a review of the main
formulas for wind potential evaluation and presents the outcome for the Port of Genoa, together
with a critical comparison between the results obtained for different wind turbines.

Moreover, three different wind farms have been proposed for a small-size, medium-size, and
large-size wind turbine. The peculiarity of the Port of Genoa, which hosts an international
airport within its territory, imposes a carefully study of urban regulations concerning the
maximum height admitted under the area of airplane landing or take-off.

As an outcome, large-size turbines are allowed only in the western part of the port, whereas a
favourable location for medium-size turbines is the central part of the port breakwater, in front
of the airport runway; lastly, a wind farm with small-size turbines is proposes in the eastern part
of the port, on the breakwater of the trade-fair marina.
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For each wind farm different wind turbines and different configuration has been considered. It
is worth noticing that the port breakwater is directed perpendicularly to the dominant wind
directions, which correspond to the wind blowing from North and South-East, thus allowing the
minimization of wind-turbines spacing (set to 4D here, D being rotor diameter). Section 3.2
presents a case study for the hypothetical wind farm with large-size wind turbines located on
the Voltri breakwater, in the western end of the Port of Genoa.

3.1. Wind potential evaluation

As described in Section 2, a virtual long-term wind database has been obtained in every point of
the port grid by transferring the long-term time series of the Genoa Airport. Then, statistical
analyses have been carried out for each database. More precisely, the current-values
distribution has been regressed by means of the hybrid Weibull model (Solari, 1996), which
describes the probability density function (pdf) of the mean velocity as

()= poé(v)+(1—po)'; . N (M

where p is the probability of wind calms and Kk and ¢ are the shape and scale parameters of

the model.
The mean power density per unit area, p, is evaluated as

k+3
A Aj pAV F(V)dv= p&r( . J 2)

where P is the annual mean power of the wind, p is the air density, f(Vv) is the velocity pdf

described by the hybrid Weibull model (Eq. 1) and " is the Gamma function. The mean power
density provides an estimate of the location of wind resource in the port area, i.e. a wind
potential evaluation independent of the choice of a particular wind turbine. Figure 7 shows the
map of the mean power density in the Port of Genoa at 50 m AGL. As expected, the power
density of wind increases moving off the coast line. Moreover, higher values are observed in
correspondence of some valleys in the western end of the port area (Leira and Cerusa Valleys),
in the central part (Polcevera Valley) and in the eastern end (Bisagno Valley).
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Figure 7: Mean power density in the Port of Genoa at 50 m AGL.
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The evaluation of the wind potential associated to a particular wind turbine can be addressed by
highlighting three different, however connected, aspects, i.e. turbine efficiency, operational
mean power and annual energy.

The turbine efficiency, g, is defined as

where P(v) is the power curve of the wind turbine and P, is its rated power. The turbine

efficiency can assume values between 0 and 1 (when the turbine operates all the time at the
nominal power), so that it gives a measure of the most suitable turbines for a particular site.

The operational mean power, P, is defined as

P=[PWf(Wdv=P,e )
0
Lastly, the mean annual energy, E, is defined as
E=T[PWfWdv=TP=TR,e 5)
0

where T is equal to 1 year and is usually expressed in hours. Clearly, @, P and E are
proportional, the scale factors being P, between P and gand T between Pand E.
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Figure 8: Efficiency difference between ENERCON E-33 and FALCON 600 W turbines
at 10 m AGL (above) and at 50 m AGL (below).
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The three quantities have been computed for each considered turbine in every point of the port
computational grid, obtaining a series of maps of the wind potential of the Port of Genoa. A
critical comparison between these maps allows a rational choice of the proper turbine in each
area. As an example, Figure 8 shows two maps of the efficiency difference between two very
different wind turbine, ENERCON E-33 (horizontal axis, P =330 kW) and FALCON 600 W

(vertical axis, P = 0.6 kW) at two different heights above ground level, i.e. 10 and 50 m AGL,

respectively. The two maps show that the second turbine is more suited to an urbanized context
(negative values correspond to higher efficiencies of the FALCON turbine), whereas the first
one is more efficient only over the sea and the breakwater at 10 m, but over more than half of
the area at 50 m AGL.

3.2. A wind-farm case study

Three wind farms have been proposed in the Port of Genoa, in three different areas of the port
and with three different turbine sizes. The present section reports the case study of the wind
farm hypothesized on the western end of the port breakwater in the Voltri area.

As anticipated, a proposal of possible wind farms in the Port of Genoa requires a combined
study of several urban regulations together with the presented evaluation of wind potential. In
particular, the presence of the airport in the central part of the port area imposes strict
constraints on the maximum height admitted for any building in a large elliptic area
surrounding the airport, as represented in Figure 9. Thus, large-size wind turbines are allowed
only in both western and eastern ends of port domain (magenta and grey grids in the map);
moreover, only the planned western breakwater end is suitable for a wind farm, because the
eastern part has other urban constraints that do not allow a large wind farm to be built there.
Besides, this is one of the windiest areas in the port.

- = — e =

Figure 9: Maximum height admitted for the buildings surrounding Genoa airport (colour grids) and
map of the main obstacles for airplane landing/take-off (grey background).
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Figure 10: Two hypothetical configurations for a wind farm on the Voltri breakwater in the western
part of the Port of Genoa: above, ENERCON E-44 turbines, below, VESTAS V52 turbines.
The upper line is the maximum height admitted by the airport regulations.
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The selected area is 1223 m long; there the maximum height admitted varies linearly from 70 to
106 m above the breakwater, which is 3 m above the sea level, as sketched in Figure 10.

A comparison between efficiency and annual energy production in the western end of the
planned breakwater at 70 m above ground level has been carried out in order to evaluate the
most efficient and the most productive wind turbines.

Table 1 provides a list of the first 6 turbines in both rankings. The two rankings are very
different: the efficiency ranking presents small-size turbines in the first positions, due to the fact
that their power curves are steeper for lower winds and the Weibull distribution in this area is
characterised by high frequencies for wind velocities lower than 5 m/s.

For a more specific evaluation of energy production of the wind farm, we have chosen those
wind turbines with an energy production larger than 1 GWh per unit (Table 1).

The spatial distance between wind turbines has been set to 4D, and different configurations
(even for the same turbine) have been considered depending on the rotor diameter, the hub
height and the number of turbines.

Figure 10 presents two examples of hypothetical configurations.

Table 1: List of the 6 most efficient (left) and most productive (right) wind turbines on the western end
of the Voltri breakwater in western part of the Port of Genoa.

Model Efficiency [%] Model Energy [GWh]
S 343 49.5 GEV HP 1 MW 2.06
AV-7 43.6 ENERCON E-53 1.88
EOLICAR E 20 kW 344 V52 1.70
EOLICAR E 25 kW 31.0 ENERCON E-48 1.65
GARBI 150/28 31.0 ENERCON E-44 1.47
Mistral 1000 W 30.2 ENERCON E-33 0.71
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Table 2: Ranking of all the turbine configurations considered for the wind farm proposed for the Voltri
breakwater in the western part of the Port of Genoa. For each wind turbine, only the most productive
configuration, in terms of rotor diameter, hub height and turbine number, is reported.

Total . Single-turbine Single-turbine
Model annual energy Turbine annual energy efficiency

[ GWh] number [GWh] [%]
E 44 7.02 5 1.40 17.8
V52 6.41 4 1.60 21.5
E 48 6.22 4 1.55 222
GEV HP 4.00 2 2.00 22.8
E 53 3.64 2 1.82 259

The results for all the considered configurations are listed in Table 2.

Due to the lower hub height of ENERCON E-44, i.e. 45 m AGL, and the relatively small rotor
diameter, i.e. 44 m, it is possible to install 5 wind turbines while satisfying both the constraints
of maximum height admitted by the airport regulations and an inter-turbine distance of 4 rotor
diameters. As the other wind turbines are larger than ENERCON E-44, the overall number of
turbines in their wind farms has to be reduced, so that the total annual energy production is
lower even if the annual energy produced by a single turbine is larger.

The final wind farm configuration, however, has to be chosen considering also other
economical and environmental constraints that are not taken into account in the present
analysis.

4. Conclusions

The present paper describes an application of the “Wind and Ports” project for wind energy
exploitation. A statistical analysis has been performed for the evaluation of the wind energy
potential of the Port of Genoa, taking into account more than 50 different wind turbines, both
horizontal and vertical axis wind turbines. Three different wind farms have been proposed for a
small-size, medium-size, and large-size wind turbine, respectively. However, only the
larger-size wind farm has been described here.

Moreover, the medium- and short-term forecast systems, described in Section 2, could be used
for predicting the wind energy at an operational level, which is important to promote the smart
management of electrical grids, to allow the participation in the day-ahead electricity market,
and to plan the maintenance of the wind turbines. However, the application of the two forecast
systems for wind energy prediction has not been performed yet and it is under development.
The project “Wind and Ports” is very promising for the realisation of a complete system for
wind energy exploitation, from the wind potential evaluation and layout optimisation to the
operational management of the wind farms, and it is expected to become an important tool for
the development of wind energy in these areas in the next future. Moreover, wind data acquired
in these coastal areas will provide important information about the wind climate of the Northern
Tyrrhenian Sea, which could be used to update the estimates of the Italian Wind Atlas as well as
to provide new insights for floating or fixed offshore wind energy exploitation.
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Abstract - The work presented in this paper reports the design and realization of a slider-crank based 2-DoF
mechanism developed at Politecnico di Milano Wind Tunnel and devoted to simulate the motion of a floating
wind turbine platform due to hydrodynamics forcing. As floating offshore wind farms are becoming objects of
interest within the international scientific community, experimental tests have been increasingly demanding to
support dynamics and structural numerical simulations; furthermore measurements on real prototypes are not
negligible to validate complex prediction models because of the large amount of unknown and uncontrolled
parameters. The motivation of this project must be investigated in the need of designing an experimental set-up
to reproduce, in a fully controlled test environment, the combined effects of wind and hydrodynamic loads
acting on a floating wind turbines.

1. Introduction

Offshore wind energy is increasingly focusing on deep water offshore wind turbines and
particularly on floating platforms [11]. Different floating wind turbine platforms have been
already preliminary designed in parallel with the study of their influence on the dynamics of
“Megawatt Wind Turbines” [2],due to the combined effects of wave and wind loads on the
structures. The development of highly complex simulation tools as multibody aero-servo-
elastic codes allow to predict loads and frequencies of such structures, being a suitable guide
for designers of megawatt floating wind turbines [7,8,9]. Nevertheless the need of a reliable
validation of the above mentioned simulation codes requires the development of experimental
campaigns in fully controlled test environment, in order to gather consistent information on
the physics of such complex systems. Therefore scale models of floating wind turbines can be
studied in facilities such as water tanks[1,3] or wind tunnels.

The latter has been chosen in this work (13.84 x 3.84 m Politecnico di Milano wind tunnel
boundary layer test section)for its advantages in generating high quality wind profiles; the
simultaneous hydrodynamic forces have been generated mechanically by a dedicated
experimental rig.

2. Experimental Test Rig

Even if the real wave-structure dynamic interaction is surely more complex than that can be
reproduced experimentally without testing the model in a water tank [1,3] in this work the
design of a 2-DoF mechanism has been developed with the goal of creating a simple test rig
but providing results physically understandable, being most of them not widely investigated
yet. The test rig (Fig. 1) reproduces pitch/roll rotations and surge/sway displacements of a
floating wind turbine scale model.
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Figure 1: Wind turbine scale model on the test rig in the wind tunnel BL test section.

Figure 2: Top view sketch of wind tunnel turntable.

Such a mechanism has been mounted upon the turntable of the wind tunnel, that provides the
possibility of rotating the wind turbine model with respect to the fixed wind direction,
therefore different yaw angles can be investigated; more precisely yaw angles can vary
statically within the experimental campaign when the tunnel is not blowing. In the Fig. 2 a
self-explaining sketch of such a turntable is reported. Moreover pitch/surge and roll/sway
coupled motions can be reproduced simply changing the configuration of the model with
respect to the mechanism (Fig. 3).
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3. Design Choices

The design choice of reproducing with such a mechanism some certain rotations and
displacements instead of others is basically to place emphasis on the most influential
movements of a floating wind turbine in terms of structural, dynamics and power aspects
[10]; also the physics of wind-induced marine waves suggests that when wind appears over
the free surface, water waves and turbulence are generated by shear stresses, more precisely
turbulent diffusion promotes significantly mass and momentum transport beneath the
interface between the water and air, significantly contributing on the generation of the wave
itself. Consequently, the generated waves are typically co-aligned with the prevailing wind
direction. This physical explanation can be consistently transposed to offshore environments
where the floating wind turbines are operating. These aspects have greatly influenced the
design of the 2-DoF mechanism, so that by setting the wind turbine model with the rotor shaft
along the slider's lengthwise direction, as shown in the Fig. 1, the pitch and surge motions can
be reproduced by the mechanism at issue. As previously said also different yaw angles can be
investigated by rotating wind tunnel platform with respect to wind direction. Analyzing
different yaw angles means considering particular environmental conditions where wave and
wind direction are not perfectly aligned with respect to each other. The experimental rig also
allows to provide hydrodynamic forcing responsible for sway and roll coupled motions,
simply setting the wind turbine model perpendicularly with respect to the above mentioned
configuration, see Fig. 3.

Figure 3: 2-DOF mechanism.
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Figure 4. Details of the test rig.

Figure 5: Details of the test rig.
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Figure 6. Details of the test rig.

3. Rig Components

In the Fig. 3 an overview of the main components of the mechanism are shown. The platform
mainly consists of a long slider able to slide on a rail fixed to the ground. The linear
displacement is provided by the MTS hydraulic actuator n°® 2 (Tab. 2) providing the thrust to
the slider by a coupling bar fixed on the slider plate, as shown in the Fig. 4. Another MTS
hydraulic actuator (n° 1, Tab. 2) has been mounted upon the slider itself, bound to it by a
fastening plate suitable for preventing the relative motion between the slider and the actuator
due to inertial forces. The function of the latter actuator is to provide the rotation (pitch or
roll) to the model. In order to convert linear displacement to rotation a slider-crank
mechanism connected to the actuator and mounted upon the slider has been designed (Fig. 5,
Fig. 6)

The slider of this mechanism is given by the actuator's stem, connected to the crank by
connecting ball-socket joints and a connecting rod (Fig. 6); the ball-socket joints are suitable
for bridging the inevitable misalignment between the slider and the crank. This obviously
involves non-linearities in the kinematic chain of transmission, however this can be
considered negligible in comparison with the displacements of the wind turbine nacelle.
Moreover, as can it is shown in the Fig. 6, the excursion of the crank is limited by an end stop
bar mounted for safety reasons, in order to prevent extreme rotations of the wind turbine
model in cases of accidental wrong digital input signal by the control system of the actuators
during the tests; a similar safety solutions has been developed for the linear stroke of the
actuator n °1.

3.1 Measuring System

The wind turbine model is mounted upon this mechanism through a Ruag balance (Tab. 2)
that it is in turn bound to the mechanism itself by an appropriate support, as shown in the Fig.
6 and Fig. 7. The coupling between the wind turbine tower and the balance is allowed by a
shadow mask, ensuring the possibility of mounting the model in different configurations to
provide surge/sway and pitch/roll motions, as previously mentioned.
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Another balance (Ati, Tab. 2) has been installed in the nacelle (Fig. 7) in order to gather the
aerodynamic forces acting on the rotor. Moreover the test rig involves two laser distance
meters, as can be seen in Fig. 3 and Fig. 4, and two accelerometers mounted on the wind
turbine nacelle. The laser distance meters consist in laser triangulation sensors M5L/50 and
MS5L/200 (see Tab. 2) to measure respectively the rotational and linear displacement. The
signals coming from the laser acquisitions are fundamental for a correct phasing between the
forces measured with balances and the displacements themselves, in the time domain, in order
to avoid misunderstandings in the post-processing. Two capacitive accelerometers are also
mounted on the turbine nacelle, one of them measures the accelerations along the shaft axis
and the other one along the normal direction.

4. Wind Tunnel Validation Testing

For the sake of completeness in this section the results concerning a particular experimental
configuration is reported. In the Fig. 7 a sketch regarding the surge motion investigation is
shown. This experimental session has been carried out considering no yaw angular
displacement between the wind tunnel platform and wind direction (see Fig. 2), so that the
pure surge motion has been studied, being the wind direction parallel to the direction of the
translational motion. The rotor angular velocity has been set to 16 rad/s for this test session.
The rotor blade’s length is 0.97 m.

Wind
Balance

Flat Ground

Balance
6.4

Actuator

Actuator I ] TR T
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Figure 7: 2D-sketch of wind tunnel tests

Parameters | Units | Values
Frequency (f) [Hz| 0.2 0.4 0.6 1
Amplitude (A) [mm] 10 20 40 #0

Wind Speed (W) [ /5] 4.5 5 5.5 6

Table 1: Characteristic values of the surge experimental campaign.
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Figure 8: Motor torque for a sinusoidal imposed surge motion of 0.4 Hz
at various amplitudes (Tab. 1).
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Figure 9: Torque at the base of the tower generated by drag force on the rotor: sinusoidal imposed
surge motion of 0.4 Hz at various amplitudes as functions of apparent wind (Tab. 1).
|

Device

Accelerometers

| Full Scale | Sensitivity |
+20g m/s” 100 mV/g
MTS Hydraulic Actuator n°1 +125 mm 12.6 mm/
MTS Hydraulic Actuator n°2 +250 mm 25.4 mm/V
Laser M5L/50 +50 mm 2.5 mm/V
Laser M5L/200 +200 mm 10 mm/V
Table 2: Device data sheets.
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Figure 10: Motor torque for a sinusoidal imposed surge motion of 0.4 Hz at various amplitudes as
function of apparent wind. (Tab. 1).

Figure 11: Motor torque: amplitudes and phases of frequency responses as functions of reduced
velocity, for a sinusoidal imposed surge motion of 0.4 Hz (Tab. 1).

What can be easily appreciated from the Fig. 9 is a not linear relationship between the
apparent wind acting on the blades and the generation of power in a floating wind turbine
when a relative motion between the nominally laminar inflow and the generator itself occurs.
These non-linearities are both connected, in terms of shape and slope, to the frequency and to
the amplitude of the relative motion (see also Fig. 8)
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In the Fig. 9 and Fig. 10 the forces have been plotted as functions of apparent wind,

considering the contribution of both wind and platform motion speed: ¥ = W + X where the
terms are respectively the apparent wind velocity, wind velocity and the surge imposed
motion velocity of the test rig. During the experimental campaign the parameters reported in
the Tab. 1 have been widely investigated and the results have been conditioned by subtracting
the forces coming from the related inertial "no-wind" measurements. This way the Fig. 8, Fig.
9 and Fig. 10 represent only the aerodynamic forces acting on the scale model. In the Fig. 11
the frequency responses of the motor torque have been represented, in terms of amplitudes
and phases, as functions of reduced frequency V~. where:

W
T fA

Where W, f and Aare respectively the wind speed, the frequency and the amplitude of the
sinusoidal imposed surge motion. The Fig. 11 shows that by increasing the reduced velocity,
the phase of the force, with respect to the corresponding displacement input, has mostly a
quadrature component, so that the forces depending on the velocity of the fluid are mainly
contributing on the aerodynamic forces, whereas the "in-phase" and "push-pull" components
are negligible. This is consistent with the fact that increasing the reduced velocity deals with
reducing the inertial mass-added effects.

Ve

5. Conclusion and Future Developments

The work presented in this paper shows the possibility of using a 2-DoF experimental rig to
simulate the wave forcing on scale floating wind turbine platform within a wind tunnel
facility. The experimental tests have been carried out in a wind tunnel boundary layer section
of Politecnico di Milano, with the ability of a reliable control in the quality of the wind flow
generated compared to other experimental facilities such as water tanks.

The results reported have shown non-linarites in the aerodynamic forcing on floating wind
turbines due to hydrodynamic loads acting on the floating platform itself. This aspect can be
investigated in further studies on the topic of the design of control system oriented to the
minimization of dynamic effects of the floating platform on the power generation.

The surplus value of integrating this set-up with a "hardware-in-the-loop" real time system
able to reproduce a platform motion consistently with wind and wave loads, allows to
investigate more realistic test conditions; the test rig developed in this work can be improved
by increasing the number of degrees of freedom.

Moreover this experimental rig can be used for specific wind turbine scale models to be
preliminary tested in advance with respect to their final implementation, with the remarkable
advantage of reproducing in a wind tunnel test session realistic wave and wind characteristics
based on the statistical properties of the operating environment.
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Introduction

The Wind Atlas of Italy was developed by RSE in 2002 in collaboration with Genoa
University and was updated in 2007 with the extension to offshore areas within 40 km from
the coastline. It makes available 4 annual mean speed maps and 4 specific production maps at
25, 50, 75, 100 m a.g.l./a.s.l., with resolution of 1 km x 1 km, together with a map of the
constrained areas. These maps have been implemented in a WebGIS application that allows
public access to the stored information through Internet. In this application it is possible to
navigate with standard zoom and panel functions on the map and also download the grid of
the maps themselves. Through this application it is also possible to access and download the
full dataset of wind measurements performed by RSE stations.

Moreover, an interactive technical-economic module can be activated in order to make
technical and economic evaluations with reference to chosen wind turbine models installed at
a given point starting from Wind Atlas data and/or user data. Since all these activities have
been carried out within the framework of a national research project financed by the Research
Fund for the Italian Electrical System under a contract agreement between RSE and the Italian
Government, the WebGIS application has been built in Italian. More recently, however, an
English version has also been implemented in order to address this product to an international
context.

In the next chapters the methodology, the contents of the atlas and the principle functionalities
of the WebGIS are described. Moreover two examples of the application of the technical-
economical evaluation tool for one onshore and one offshore wind farm is reported. Lastly, a
mention is done to the technical support (based on the information implemented in the wind
atlas) given by RSE to Italian government in establishing regional targets for renewable
energy production in order to share, among regions, the burdens ensuing from Italy’s 17%
target assigned by European Directive 2009/28/EC implementing the 20-20-20 policy of the
EU (“Burden Sharing Decree”).

1. Methodology and maps

A general atlas of Italy’s wind resources has been developed by RSE in co-operation with the
Department of Physics of the University of Genoa to provide local authorities and plant
developers with a tool for singling out the best promising areas where the deployment of wind
farms could be focused .

In the first work phase (2000-2002) the wind patterns all over Italy were simulated. A wind
flow model (WINDS) was used to obtain preliminary wind maps from geostrophic wind data,
taking into account orography and terrain roughness. These maps were validated by
comparing wind speeds with those measured by 240 met stations. A full atlas (Atlante eolico
dell’Ttalia) thus became ready, with maps of wind speed and specific energy production
(MWh/MW).
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In a second work phase (2006-2007), work was resumed to develop an improved, interactive
version of the same atlas (ATLAEOLICO), including also offshore areas up to 40 km from
the coastline . Wind data from another 176 stations were used to adjust the on-land wind
estimates further.

Over the offshore areas, some more difficulty than on land was met in adapting the model
maps, owing to the nearly complete lack of direct wind measures in the open sea.

Direct measurements were provided offshore only by few anemometers placed on buoys
(which can be moored in shallow waters only) or mounted on oil drilling platforms in limited
areas. Some indirect offshore wind speed estimates have also been considered, mainly coming
from instruments (such as scatterometers) carried by satellites (such as the NASA satellite
QuikSCAT) with a (quite low) accuracy varying with distance from the coast.

More recently, a map of the “Exclusion Areas” and a map of the “Existing Wind Plants” have
been implemented.

2. The WebGIS and the Technical-Economical Evaluation Tool

Since 2007 the Italian Wind Atlas can be freely accessed through a WebGIS application [2]
that allows an easy and wide distribution of research results and promotes the public
participation. The WebGIS is an Internet based application that doesn’t require any special
software in order to be accessed by the final user and can be enriched with new information,
data and results as soon as they are available.

More recently, an English version of this WebGIS has also been implemented in order to
strongly enlarge its users addressing this product to an international context.

In Figure 1 the homepage of the interactive Wind Atlas of Italy is shown with an highlight to
the main groups of functionalities.

:

Figure 1: Image of the homepage of the WebGIS application of the Italian Wind Atlas. Main groups of
information/functionalities: 1) Wind Resource; 2) navigation tools + miscellaneous information;
3) technical-economical evaluation tool for wind farm evaluation; 4) download maps and data.
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2.1 Wind Resource Maps

Annual mean speed and specific annual production maps at 25, 50, 75 and 100 m a.g.l./a.s.1.
can be visualised trough the buttons with “V” and “P”. The maps at 75 m a.g.l./a.s.l. are
reported in Figure 2.

Figure 2: Annual mean speed (left) and specific annual production map (right) at 75 m a.g.l./a.s.l.

2.2 Miscellaneous Information

Exclusion area map (“warning symbol” button) has obtained combining different information:
the slope of the terrain, the land use, the constrained mountain areas and the protected areas.
This map has been built and used in the process of the regional distribution of the wind
capacity among Italian region, see chapter 3. The installed wind capacity map has been
aggregated by municipalities (“wind turbine” button) and can add information on the degree
of deployment of wind energy in a given area (municipality/province/region). Municipality
search tool (“yellow-orange buildings” button) is a speedy tool for finding a given
municipality boundary. An image with information about the above mentioned items is shown
in Figure 3 for the municipality of Volturino in Apulia Region.

N

Figure 3: Exclusion area map (shaded zones), installed wind capacity (blue circles), Volturino
municipality boundary (red line) and Volturino plant (black arrow).
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2.3 Technical-Economical Evaluation Tool: two study-cases

The technical-economical evaluation tool allows performing a preliminary cost analysis for a
wind farm in a given site found clicking in a point of the map. It can be accessed through the
“Union Jack” button for the English version. An instruction guide for this application can be
accessed through the “?” button under the flag button.

The most of the data required for the calculation are already automatically uploaded from
WebGIS database. For the other inputs, default values are suggested and already upload at the
opening of the application.

The results of two case studies in Apulia Region are reported in the following: the first one is
an onland wind farm corresponding to an already existing wind farm in Volturino (see Figure
3); the second one corresponds to a project of offshore wind farm in the Gulf of Manfredonia
(see Figure 4).

Figure 4: Annual mean speed map at 75 m a.g.l./a.s.1. in the area of Manfredonia Gulf: offshore wind
plant area (red dotted line) and Vieste measurement station (black arrow).

The Volturino and Manfredonia plants has already been investigated with WaSP commercial
codes [4] starting from measured data. The Volturino plant has been investigated with
Windfarm commercial code too [5]. In order to show the capability of the technical-
economical evaluation tool, all the steps of the calculation have been reported for Volturino
wind farm:
e The first input datasheet (Figure 5) summarizes the geographical information of the
project.
e The second input datasheet (Figure 6) allows the user to choose the turbine model, the
hub height and the turbine number (20 Vestas V47 turbine — rated power 660 kW —
hub height 50 m).
e The power curve of the wind turbine is calculated for the selected site taking into
account the actual air density (Figure 7).
e The wind resource data can be uploaded from the database of the Wind Atlas (as in
this case) or inserted manually. In the central point of this plant the annual mean speed
results 7,5 m/s and the k parameter 1,55 (Figure 8).
e Inputs concerning costs of the plant are required in the cost analysis datasheet 1
(Figure 9). In this case, only a small reduction of the infrastructure costs has been
applied, all the other values are the default ones.
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e Inputs concerning a number of different kind of percentage losses are required in the
cost analysis datasheet 2 (Figure 10). Again, in this case default values have not been
changed.

e In the same datasheet, the discount rate has to be indicated. Default value of 6 % has
been chosen.

e Outputs are reported in the datasheet 2. The most relevant for Volturino wind farm
are:

Gross Annual Energy Production (MWh): 40418

Gross Annual Energy Production (MWh): 34150

Levelled energykWh cost over the whole wind farm lifetime (c€/kWh): 8,6

Carbon dioxide avoided emissions (tons/year): 19124

0O O O O

A sensitivity analysis has been performed for this park regarding the kWh cost and the energy
production.

About costs of energy, three kWh costs have been calculated varying the discount rate, see
Table 1.

Discount kWh cost
rate (%) (c€/kWh)
5 8,0
6 8,6
7 9,1

Table 1: kWh cost variability for Volturino plant.

For the production variation, two other points on the wind map have been chosen near the one
reported in Figure 5. The results are shown in Table 2.

Average
. . mean K Gross AEP | Net AEP
Latitude Longitude speed parameter (MWh) (MWh)
(m/s)
1010841 4610145 7,5 1,55 40418 34150
1011846 4609775 7 1,54 36828 31117
1009836 4610039 7,9 1,55 43349 36626

Table 2: Wind resource and AEP for three points very close to Volturino wind farm.

Lastly, AEP evaluations are reported in Table 3 together with the results obtained with WaSP
and Windfarm code [6]. Very good agreement is found among the results taking into account
that the WaSP and Windfarm simulation are based on in-situ measures whether the technical
economical evaluation is based on the wind maps of the Wind Atlas of Italy.

Evaluation method Gross AEP (MWh) Net AEP (MWh)
Technical- economical 40418 34150
tool
Wasp 38996 36112
Windfarm 40802 37551

Table 3: AEP evaluations with three methods for Volturino plant.
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FROJECT NAM

Volturino_case

Time Zone (i.e. Fuso) Fuso 32 UTM-WGS84

Site Universal Transverse Mercator (UTM)

geographic coordinates UTM_EAST [m] 1010841
UTM_NORTH [m] 4610145
Municipality VOLTURINO
Site location within the Italian territory Province EG
Region PUGLIA
Site altitude a.s.l. / Sea depth [m] 650
Average air density at the site [kg/m3] 1,15
Mlnln_'lum site dlst_ance f_rom electrltf infrastructure of [km] 17,229
possible connection point to the grid

GO TO THE NEXT SHEET SITE DATA UPDATING

Figure 5: Project input datasheet.

Wind turbine models ind turbine models
3 = .
Pr :Rated Power SR Click on this button to see At e
. the power curve of the
ONS : on-shore model chosen turbine E
OFS : off-shore model
remark: for the model selection within the two indicated lists
click on the box located above the chosen list and then select VESTAS V47 860 kW ONS REPOWER MM32
the wind turbine
Wind turbine rated power 660 [kW]
Wind turbine rotor diameter 47,0 [m]

Hub height that can be provided by the Manufacturer of the selected turbine model

40 [m] —*
: 45 [m] —> Cooten2 |
Select an option among the_ones shown for 50 [m] — @
the chosen wind turbine model
55 [m] — (Coptons |
- [m] — | ) option 5
Selected hub height 50 [m]

No. of wind turbine units of the wind farm
20 -1

insert the number ==>
Overall rated power of the wind farm ‘ 13200 [kW]

HOME [ GO BACK TO THE PREVIOUS SHEET |

GO TO THENEXT SHEET J
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o s S Ve TAS VAT Bs0G obts Power curve of the s_electecl wmd turbme_ model for the air
: s o i density at the wind farm site
:{Rated Power (KW) 660
Rator diameter (m) 47
HHub height {m) 50
Power curve
Air density at the plant site
kgim3 1,150
Wind speed Generated
at hub height power §'
frms) [ VAT =
0.0 0,0 5
10 0.0 z
2.0 0.0 e
3.0 0.0 z
40 5 =
50 39,5 5
6.0 80,1 £
.0 1559 (C]
80 2378
8.0 3318
10,0 4281
10 5178
120 54,5
150 6255
i o j i 10,0 15,0 20,0 25,0
15,0 55,1
180 8583 Wind speed at hub height {(m/s)
17.0 6506
18,0 660,0
18,0 60,0
20,0 660,0
210 660,0
220 560,0
23,0 60,0
240 #60,0
250 6600

SELECT THE GREY CIRCLE-SHAPED BUTTON TO INSERT DATA MANUALLY
SELECT THE GREER LE-SHAPED BUTTON TO INSERT WIND DATA AUTOMATICALLY

Annual average wind speed [mis] po NOT;?:ERT ANY 7.5
Shape factor (k) of Weibull distribution [-1 PONOT HISERTANY 1,55
Characteristic wind speed (A) of Weibull distribution [mis] - 8,3

WEIBULL DISTRIBUTION

Cumulative distribution

20 22 24 26 28 30 32 34

Wind speed (m/s)

—— cumulative distribution ——— probability density

GO BACK TO THE PREVIOUS SHEET GO TO THENEXT SHEET

Figure 8: Wind resource input datasheet (from RSE Atlas).
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e PDald B le
Starting year of the wind farm project (zero year) 2012
Remark: use the appropriate button to change the year
Year of the project fulfilment (zero year + one) 2013
Wind farm lifetime [years] 20
Investment
pecific capital cost (€ per installel
(tvical values: onshore 1500-1800, offshore 2500-3000 [€ kW1 1500
Wind farm capital cost (without connection to the grid) [kE] 19800
Distance of the plant site from suitable electric infrastructure for connection to the grid 17.229
[km] '
Tipe of connection to the electric grid
{ MV cable, MV overhead line, HV cable, HV overhead line} MV cable
Cost per kilometre of the connection to the electric grid [k€lkm] 250
Cost of the infrastructure r y for connection to the grid 2500
\(MV bay, HV bay, HVIMV transformer, etc.) [k€]
Overall cost for connection to the electric grid [kE] 6807
Overall wind farm cost [kE] 26607
Operation and maintenance (O&M)

Annual fixed cost for O&M : in % of the overall investment cost 20
(typical values are included within the range 1% - 3%) [%] ’
Variable cost for O&M 0.0
(typical values are included within the range 0.5-1) [c€/kWh] !
Annual allowance to landowners and/or local autherities: in % of the proceeds 15
|(typical values are included within the range 1.5 - 3% ) [%] !
Annual allowance to landowners and/or local authorities: annual fixed fee 20

Ll

k€M

pical values are included within the range 2 - 4}

GO BACK T8 THE PREVIOUS GO TO THE NEXT SHEET

Figure 9: Cost analysis (1/2) output datasheet.

RESETWITH
DEFAULTVALUES

PROJECT PROJECT NAME
Technical parameters of the wind farm

Selected wind turbine model

VESTAS V47 660 KW ONS

Rated power of the wind turbine model [kW] 660
No. of wind turbine units of the wind farm [ 20
Overall rated power of the wind farm kw] 13200
Gross annual energy production of the wind farm [MWh] 40418
Specific gross annual energy production of the wind farm [MWH/MW] 3062
Percentage value of the guaranteed generated power {typical value 95%) %] 95,0
Annual availability index of the wind farm (typical values within the range 95.98%) [%] 97,0
Energy losses due to wake effect among the wind turbines [%] 5,0
Energy losses due to the electric connection within the wind farm (typical values within the range 2-3%) [%] 3,0
Annual availability index of the external electric grid (typical value 99.5%) [%] 99,5
Net annual energy preduction [MWh] 34150
Discount rate [%] 6,0
Levelised kWh cost over the whele wind farm lifetime [c€/kWh] 8,6
Avoided emissions

Carbon dioxide  (CO) [tonslyear] 19124
Nitrogen oxide  (NOx) [tonslyear] 19
Sulfur AE dioxide (S0,) [tonslyear] 50
Particulate [tonslyear] 10

“ GO BACK TO THE PREVIOUS SHEET RESET

Figure 10: Cost analysis (2/2) and avoided emission output datasheet.
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In the case of Manfredonia offshore wind farm, the input data are:

e Geographical: LAT:11003356, LONG:4642763, sea depth: 17 m, distance from
shoreline: 11 km, distance from grid connection: 22.9 km,;

e Wind farm configuration:72 Vestas V90 turbine — rated power 3000 kW — hub height
85 m;

e Wind resource (Wind Atlas): annual mean speed results 6,8 m/s and the k parameter
1,59;

e Costs: specific capital cost: 2900 €/kW, cost per kilometre of the electric connection:
950 k€/km (calculated according to suggestions in “?” - Instruction and Note), cost of
infrastructure: 0 (this cost is included in cost per km in electric connection), all the
other value are the default ones. The overall cost of the plant is about 3000 €/kW;

e Losses due to wake effects: 7.9 % (according to WaSP evaluation), all the other value
are the default ones;

e The most relevant outputs for Manfredonia wind farm are:

o Gross Annual Energy Production (MWh): 527040

o Gross Annual Energy Production (MWh): 431711

o Levelised energy kWh cost over the whole wind farm lifetime (c€/kWh): 16,4

o Carbon dioxide avoided emissions (tons/year): 241758
Also in this case a comparison with the values of AEP obtained with WaSP code has been
performed. The calculations with WaSP code have been based on the data measured by a
wind station on a coastal site, Vieste (see Figure 4), more than 20 km far from the offshore
site [6]. The results show again good agreement.

Evaluation method Gross AEP (MWh) Net AEP (MWh)
Technical- economical 527040 431711
tool
Wasp 513458 472558

Table 4: AEP calculation with two methods for Manfredonia plant

2.4 Download of Maps and Data
Free download of the maps is allowed after registration. Maps can be downloaded in a
printable PDF or RGB version (“world” button) as well as gridded data for GIS (“grid”
button).
Moreover, the download of the complete historical series of measured wind data from RSE
stations is accessible through the “flag” button. RSE wind measurement stations are installed
in coastal, island and offshore sites, as described in [3] and shown in Figure 11.
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Figure 11: Locations of RSE wind measurement stations (two in Ischia island). Green: operating;
yellow: buoy -installation stage; blue: authorisation stage, red: authorisation process too long.

3. Applications of the Wind Atlas
3.1 Onshore and offshore wind potential evaluation

On the basis of the maps of the Wind Atlas of Italy several evaluations of onshore and
offshore wind potential have been performed. The most refined evaluations have been
obtained combining other information with the wind resource. Human settlements, land use,
altitude, terrain slopes, ground roughness (vegetation etc.), environmental constraints (e.g.
national parks) have been taken into account for the onshore evaluation as well as sea depth,
distance from shore and presence of Marine Protected Areas for the offshore one. A method
based on Geographical Information Systems was developed to make a selection of actually
exploitable areas. Values of installed capacity density (typically 5 MW/ km?® for onshore and
6,5 MW/ km® for offshore) were then assigned to selected areas on the basis of experience
with the setting-up of existing plants, thus making out values of total capacities that could be
installed. These theoretical capacity values were then reduced further by another screening
which took into account less predictable aspects such as future renewable energy support
policies, the likelihood that projects are granted building permits by local authorities, the
willingness of land owners to make agreements for the setting-up of wind farms etc.

This method led to estimated overall potentials up to about 10-12 GW onshore [1] and up to
about 10,5 GW offshore (8,5 GW in deep waters where floating systems are expected to be
installed) [3].

3.2 Regional Burden sharing

In spite of more than 6 GW of wind capacity has already installed at the half of 2011, most of
which in the previous four years, each region has developed its own energy policy and plant
permitting regulations with different choices about the energy mix. Only after summer 2011,
the national government (technically supported also by RSE) has set out to establish regional
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targets for renewable energy production in order to share, among regions, the burdens ensuing
from Italy’s 17% target assigned by European Directive 2009/28/EC implementing the 20-20-
20 policy of the EU.

With a methodology very close with the one described for the wind potential evaluation in the
previous section. Combining the specific production map with the exclusion areas map, RSE
has evaluated the available areas for an economical sustainable wind capacity installation
setting a specific production threshold of 1750 MWh/MW. On the basis of this combined map
the regional wind energy production targets (“Burden Sharing”) have been found, see Figure
12.

MWh/MW

Figure 12: Available areas for an economical sustainable installation of wind capacity (left) and
regional wind energy “Burden Sharing” (right)

In this connection, RSE has also started a research activity concerning the wind capacity
already installed in Italy [8] with the aim of better understanding the characteristics and
performance of the wind farms so far deployed and consequently improving its knowledge of
the relevant issues. This knowledge will be very useful for supporting decision-makers at
national and regional level in view of the future development of the wind sector in Italy up to
2020 and also beyond this date

4. Conclusions

The more recent version of the RSE Wind Atlas of Italy provides a full overview of wind
resources all over the country, including an offshore strip up to 40 km from the coastline. This
interactive version of this Atlas can be helpful to a number of users, from local authorities
planning energy resource exploitation over their territory, to plant developers trying to single
out areas suitable for more detailed siting of wind farms. Among others, users can also assess
the feasibility and profitability of prospective wind farms at selected points on the wind maps.
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The WebGIS of Wind Atlas (now with a new version in English) contains also a technical-
economical module that allows a first evaluation of profitability of a wind farm in a given
site.

Two examples have been reported: one for an onshore wind farm and the other for an offshore
one, both located in Apulia region.

Moreover the application of the information implemented in the Atlas for the evaluation of
the national and regional wind potential has been briefly described too.

The WebGIS of the Wind Atlas is a user-friendly way to disseminate knowledge and results
about the wind resource in Italy both onshore and offshore. This application is enriched every
year with new information and data. With more than 100 accesses every day from the
beginning of 2007 is still one of the most popular product developed in the frame of the
Research Fund for the Italian Electrical System. The English version here presented will
address this product to an international context.

This work has been financed by the Research Fund for the Italian Electrical System under the
Contract Agreement between RSE (formerly known as ERSE) and the Ministry of Economic
Development - General Directorate for Nuclear Energy, Renewable Energy and Energy Efficiency
stipulated on July 29, 2009 in compliance with the Decree of March 19, 2009
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Abstract — Observational surface wind data from QuikSCAT (QS) satellite and sea surface
temperature (SST) data from GHRSST Level 4 analysis have been ingested to an atmospheric
mesoscale numerical model using a Newtonian relaxation assimilation technique. The mesoscale
model WRF was used to map the wind resource at 90 m a.g.l. for the North Sea area. A model domain
with a spatial resolution of 20x20 km was used to simulate a winter and a summer month, November
2008 and July 2009. The modeled wind results have been validated against observational data from the
anemometric mast FINO1. A spatial improvement of the average wind field at 90 m a.g.l. from the
observational data has been assessed. Each assimilated data source has shown a distinct impact. The QS
assimilation had higher impact during the summer period while the SST assimilation during the winter
period. Improvements of 5% and more were obtained from using data assimilation on the overall
domain. Validation with the FINO1 anemometric mast shows improvements on the average vertical
wind profile while error statistical parameters were only slightly improved.

1. Introduction

The offshore wind resource assessment is one of the primary key tools used by offshore wind
farm promoters for decision making investments in offshore wind parks. In Europe, due to the
renewable energy policies recently established by the European Commission (EU) for the wind
sector, it is expected an interesting growth of offshore wind parks along the European coasts.
To support the expected investments, wind research and industry partners in collaboration with
the EU have created the FP7 NORSEWInD project (Norsewind, 2008) with the main purpose of
delivering to the North, Baltic and Irish Sea areas high quality wind atlases for offshore wind
resource assessment.

A Newtonian relaxation assimilation technique (Stauffer and Seaman,1990) has been set up
with the Weather Research and Forecasting (WRF) (Skamarock and Klemp, 2008) mesoscale
model. The aim is to improve the regional wind atlases to be constructed for the areas of the
NORSEWInD project. A model domain with a spatial resolution of 20x20 km was used to
simulate a winter and a summer month, namely, November 2008 and July 2009. The
QuikSCAT (QS) satellite surface wind data (Perry et. al., 1995) and the sea surface temperature
(SST) data from GHRSST level 4 analyses (Donlon C. et al., 2007) were the observational
sources ingested into the numerical model simulations.

The observational data from FINO1 anemometric mast, whose location is displayed in Figure 1,
was used to perform point validation at 90 m a.g.l. The average vertical wind profile was
computed for levels 33, 50, 60 and 90 m a.g.1.. An assessment of the spatial improvement of the
average wind field at 90 m a.g.l. from the observational data was then performed.
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2. Methodology

The WRF model was configured using 2 nested domains, a coarser (D1) with grid spacing of
100x100 km and a nested domain (D2) with 20x20 km using the parameterizations described in
Table 1. The coverage area is displayed in Figure 1 which also points the location of FINOI
anemometric mast. Initial and boundary conditions were ingested into D1 from NCAR
Reanalysis datasets (Kalnay et. al., 1996) at a frequency of 4 times per day. These conditions
were objective interpolated into D1 grid from the 2.5°x2.5° reanalysis grid spacing.

Table 1: WRF parameterization setup.

D1 D2
Horiz. Res [km] 100 20
NX x NY 18x21 36x51
Vert. Levels 28 28
Micro-physics WSM6 WSM6 Q
LW radt. RRTM RRTM
SW radt. Dudhia Dudhia
Land-Surface Noah Noah
Surface Eta Eta
PBL MY]J MY)J
Cumulus KF KF

Figure 1: WRF domains setup and location of
FINOI anemometric station.

Three experimental runs were performed, a control run without data assimilation departing
from a “cold” start via Reanalysis, a second run almost equal to the first but “warm” started
with QS data assimilation and a third one “warm” started with SST data assimilation. The QS
dataset is configured with a 0.25° gridded ocean surface wind vector field from daily ascending
and descending satellite passes. It is a level 3 processed product and is nowadays freely
available from PODACC-NASA’s website'. A contour plot of the averaged QS sea wind speed
and direction for each of the months under analysis is displayed in Figure 2.

The SST data used is a product from the Group for High Resolution Sea Surface Temperature
(GHRSST) Level 4 analysis produced daily on an operational basis but refined by the Danish
Meteorological Institute for the North Sea area. This product is usually produced only once a
day at 00h UTC. Figure 3 displays a plot of the monthly averaged SST for the study area.

"http://podaac jpl.nasa.gov/
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Figure 2: QuikSCAT monthly average wind speed and direction for the study area.
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Figure 3: Averaged SST for November 2008 (on the left) and July 2009 (on the right) for the study area.

The FINOI anemometric mast was chosen for point validation since it is one of the few
offshore wind stations with available data at the study area for both months under analysis. A
spatial improvement assessment (/;yp) of the average wind speeds at 90 m a.g.l. was measured
at each grid point by calculating the proximity of the assimilation run (4S) versus control run
(CR)compared with QuikSCAT (QS) observations following equation (1).

ICR — Q51— 145 — Q51

Lyip (%) = 100 x
winp (%) ICR — 051l (1)
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For the SST assimilation improvement (/ss7), only the comparison between the control (CR)
and the assimilation run (4Sssr) was assessed. For this case, the SST improvement is expressed
by the following equation:

ICRI - NASssr I
ICR @

Issr(%) =100 x

3. Results

3.1 Validation against anemometric mast

Time series of wind data at ten-minute intervals were produced from WRF model at FINO1 to
be comparable with wind data ten-minute averaged from the met mast. The main wind
statistical parameters for both time series at 90 m (a.g.l.) were processed.

Results for November 2008 month are presented in Table 2, where OBS means FINOI1
observational time series, WRF NN is the control run, WRF QS is QS assimilation run and
WRF_SST is the SST assimilation run.

Table 2: Statistics for FINOI point validation for
November 2008.

90ma.g.l.
OBS  WRF_CR WRF_QS WRF_SST
AVG [m/s] 11.23 12.00 12.02 11.83

STDEV [m/s]  4.53 4.43 4.20 4.40

2 Alm/s] 1262 1346 1345  13.20
2 k 2.7 2.96 3.14 2.84
CORREL - 0.83 0.83 0.84

2 MAE[m/s] - 2.07 1.99 1.95
2 Rrwse [m/s) - 2.82 2.65 2.62
S MAE[] - 1239 1296  11.83
= RMSE[] - 17.14 18.10 16.48

Figure 4: Average vertical wind profile at FINO1
for November 2008.

During the winter month, a correlation of 83% was obtained for all simulations with the
WRF model predicting stronger winds than the observed, meaning that WRF for the winter
period overestimated the winds from the common atmospheric transient weather circulation
patterns that usually occurred at this time of the year. The assimilation of QS sea winds had a
low impact on improving the simulated wind field at 90 m a.g.1. with slight improvements on
both mean wind speed absolute error (MAE) and root mean square error (RMSE). With the
assimilation of SST data, the wind flow errors have diminished allowing a closer
approximation with the observational FINO 1 wind data.

This impact was observed at all levels of analysis as displayed in the vertical profile in
Figure 4.
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Figure 5: Time series of wind speed (above) and direction (below) for November 2008 at FINOI.
Times series of observations (OBS), control run (WRF _NN),
OS assimilation (WRF_QS) and SST assimilation (WRF _SST).

Figure 5 displays a plot of the time series for November 2008 month. The overestimation of
wind speed by WRF model can be observed on several occasions. For wind direction, almost no
changes can be observed between the three WRF simulation types. All of them were able to
reproduce with success the observed wind direction.

A different behavior of the WRF model was observed for the summer month where the model
has underestimated the wind speeds. Table 3 presents the same statistical validation parameters
calculated for FINO1 local point.

Table 3: Statistics for FINOI point validation

for July 2009.
90ma.g.l.
OBS WRF CR WRF QS WRF SST
AVG[m/s]  8.60 8.46 8.40 8.44
STDEV [m/s]  3.36 3.08 3.05 3.25
2 A[m/s] 9.65 9.47 9.38 9.60
= k 2.71 2.99 3.02 2.66
CORREL - 0.67 0.68 0.69
2 MAE [m/s] - 2.07 2.05 2.00
g RMSE [m/s] - 2.62 2.59 2.63
= MAE [°] - 19.98 2393  19.35
= RMSE [°] - 31.28 3755 3094

Figure 6: Average vertical wind profile at
FINOLI for July 2009.
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From Table 3, a correlation of about 68% was achieved by WRF model. The lower correlation
value means that WRF running at 20x20 km spatial resolution could not represent well the
thermal stratification phenomena activity in the North Sea area occurring in the summer months.
Both assimilation runs and also the control run allowed approximately 1% of improvement on
correlation when compared with observational values.

The average vertical profile displayed in Figure 6 (right side of Table 3) was only calculated for
levels 33 m and 90 m (a.g.1.) due to inconsistencies on observations founded in levels 50 m and
60 m (a.g.l.). Simulation results with and without assimilating data have underestimated wind
speeds on both levels. Nevertheless, this difference has diminished from the 33 m to the 90 m
level.

Figure 7 presents the plots of the wind speed and direction time series for July 2009. There are
several wind speed local maximums associated with episodes of strong transient stratification
atmospheric phenomena coupled with local sea-breezes that WRF model was not able to
reproduce with 20x20 km spatial resolution, reflecting this way the lower averages obtained. In
an opposite case, the wind direction is generally well reproduced therefore reflecting the higher
direction MAE and RMSE but with some exceptions by the QS assimilation run on some
occasions due to the stratification phenomena.

Figure 7: Time series of wind speed (above) and wind direction (below) for July 2009 at FINO1. Time
series of observations (OBS), control run (WRF_NN), QS assimilation (WRF_QS) and SST
assimilation (WRF_SST).

3.2 Spatial Improvement

A spatial analysis to assess a positive or negative impact of data assimilation when compared
with the control run on the overall domain was assessed. Equation (1) was used to obtain the QS
assimilation run performance and Equation (2) for the SST assimilation performance. Figure 8
displays the spatial performance for November 2008 month (winter) and Figure 9 for July 2009
(summer).
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Figure 8: Spatial improvement for November 2008. QS assimilation performance on the left and SST
assimilation performance on the right.
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Figure 9: Spatial improvement for July 2009. QS assimilation performance on the left
and SST assimilation on the right.

The QS assimilation had higher positive impacts during the summer month with large areas
obtaining an improvement between 5 and 10%. The SST assimilation showed a higher positive
impact during the winter month where large areas showed a positive impact, especially near the
coast.
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4. Conclusions

The Newtonian relaxation scheme used to assimilate the winds from the QuikSCAT and the
SST from the GHRSST databases has allowed improvements in the range of 5 to 10% for the
summer period and from 3 to 5 % for the winter period.

During the winter, the SST data assimilated showed a higher positive impact while the QS
assimilated data showed better results during the summer.

The point validation using met mast FINO 1 did not reflect the improvements displayed by the
spatial analysis. This can be explained by the fact that FINO 1 dataset is part ofthe NCAR
Reanalysis project assimilation cycles and therefore in a certain way this data is already
“present” on the initial and boundary conditions ingested into the WRF model domain.
Nevertheless, slight improvements on the MAE and RMSE were obtained due to the fact that
QuikSCAT and GHRSST databases have a better spatial resolution than NCAR’s Reanalysis
project data. It should be noticed that the SST data assimilation has demonstrated ability to
correct the vertical wind profile on both occasions, during the summer and winter cases.
Better results could be achieved if they were performed on better spatial resolutions. This work
is currently being done for the purposes of the FP7 NORSEWInD project.
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Abstract — A wave energy atlas of the Mediterranean was obtained from a 10 years wave climate
simulation at 1/16° resolution. The model was thoroughly validated using available satellite and buoy
data. The most promising areas in terms of wave energy availability and seasonal variability were
identified. Among the areas with the highest potential the Island of Pantelleria was selected to perform
a more detailed small scale study. Wave energy potential around the island was calculated by running
a high resolution 1/120° model nested in the Mediterranean model. An analysis of the results obtained
by the two model was carried out for a location along the Pantelleria coastline. Significant differences
between the distribution of wave energy obtained by the coarse and fine model were found especially
near the coast.

1. Introduction

It is estimated that the contribution of ocean wave energy to renewable energy production will
increase significantly in the next decades following the improvement in the technology of
Wave Energy Converters (WECs) [1]. Currently a number of different WECs have been
proposed and tested [2] but large scale commercial installations are not yet in operation.
Research on wave energy production is particularly active in countries bordering large oceans
where the amount of available wave power is the highest. In Europe, countries located along the
Atlantic Coast such as Ireland, Portugal, Spain, Norway and the UK are among the most
committed to the development of wave energy converters [3].
While the amount of available wave energy is a crucial factor for the choice of a suitable
location for wave energy extraction, high energy potential is usually associated to harsh wave
climate during extreme events. Such conditions raise a number of technical issue that affect the
design ad deployment of WECs. In calmer seas such as the Mediterranean, lower amounts of
wave energy are normally available but many technical issues related to extreme sea climate
could be more easily solved, possibly making wave energy production economically sound
even in these areas.
Feasibility studies of wave energy plants require a detailed knowledge of the amount of
available energy, its temporal and spatial variability and its distribution among different sea
states. At present, an extensive and accurate estimation of wave energy for the Mediterranean
sea is not yet available. In recent years, many authors presented global wave energy atlases, see
for instance [4], [5], [6]. These atlases lack the spatial resolution required to correctly describe
the wave energy distribution in small and semi enclosed basins as the Mediterranean. Wave
energy atlases based on buoy measurements (see for instance [7]) are affected by gaps in the
data series and describe the wave energy resource only locally.
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Wave height and period show substantial spatial variations in enclosed seas where land
obstructions deeply influence wave generation and propagation [8].

In these regions wave models represent the most important tool to assess wave energy
distribution.

Currently a high resolution study of wave energy distribution in the Mediterranean appears to
be lacking. For the purpose of providing high a resolution atlas of wave energy availability a 10
years simulation (2001-2010) of the wave climate in the Mediterranean was produced using the
WAM model at 1/16° resolution forced by the wind fields provided by the ECMWF.

In the present work the results from the model run were used to produce an atlas and a database
of wave energy resource in the Mediterranean. Elaborations on the database were used to
identify the most productive areas at a spatial scale not currently available in literature. At the
same time, the database provides a starting point to perform higher resolution nested runs to
describe wave climate in locations where the morphology of the coastline requires an even
higher resolution to correctly catch wave energy spatial trends. As a sample application we
present a high resolution study of the wave energy potential around the Island of Pantelleria
located in the Sicily Channel which is among the most productive areas in the Mediterranean.

2. Model Description

Simulations were carried out using a parallel version of the WAM wave model Cycle 4.5.3 [9].
WAM is a third generation spectral wave model that solves the spectral action density balance
equation without any assumption on spectral shape. Spectral action density N(o;, 6) is
commonly used in spectral wave models in place of the spectral wave energy density S(o; 6)
which is not conserved in presence of currents. The two quantities N and S are related by the
expression:
S(o,0)

N(o,0) = > (1)
where 60 is the wave propagation direction and o the relative frequency which is the wave
frequency for an observer following the current.
The coarse grid model domain encompasses the entire Mediterranean Sea, from 5.50°W to
36.125°E of longitude and from 30.2°N to 45.825°N of latitude. The spatial domain was
discretized using a regular grid of 667x251 nodes in spherical coordinates with a uniform
resolution of 1/16° in each direction, corresponding to a linear mesh size of 5-7 km.
The frequency and direction domains were discretized with 36 directional bins and 32
frequency bins starting from 0.06 Hz. The nested fine grid model domain consists is 61x61 cells
centered around the Island of Pantelleria with has a uniform spatial resolution of 1/120°
(950-1150 m). The discretization of the directional wave energy density function is the same
one used to the coarse model. The bathymetry of model cells was extracted from the General
Bathymetric Chart of the Oceans (GEBCO) 30 arc-second gridded data set [10] as the average
of the values falling in each computational cell. The model was driven by six-hourly wind
fields obtained from ECMWEF operational analysis (www.ecmwf.int) at uniform 1/4° spatial
resolution. Figure 1 shows the coarse model computational domain and bathymetry. The
outline of the fine model grid is showed in Figure 9.
Wave climate simulations were performed for the period 2001-2010 extracting the integral
wave parameters significant wave height (H;), mean wave period (7,,), significant wave period
(T,) and mean direction (6,,) every 3 hours. The nested fine grid model is forced at its external
boundaries by the output from the coarse grid model and by the same wind fields.
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3. Model Validation

The results of the Mediterranecan model were validated using satellite and wave buoy
measurements. Satellite radar altimeters provide indirect measurements of H; in areas far from
the coast where wave buoys are not usually found.

Satellite H; measures were used to evaluate the overall performance of the model over the entire
Mediterranean Sea; buoy measures were used to assess in more detail the model results near the
Italian coast. Table 1 lists the satellites that were included in the validation. Figure 2 shows the
satellite tracks over the Mediterranean where measures are periodically made. Satellite data
was downloaded from the AVISO web site [11]. Outliers were removed following the method
described by Queffeulou and Bentamy [12] based on the statistical analysis of the differences
between consecutive data points along the satellite tracks. The resulting H; values were
compared to model values extracted from the nearest model output in time, considering the grid
cell containing the satellite point without temporal or spatial interpolation. Comparison
between measured values and model output data series was carried out by evaluating common
statistical indices. We included in our analysis the root mean square error (rmse), the bias
between model and measures (bias), the scatter index (si) and the slope of the best fit line
passing through the origin (slope).

Given a series of n model values y; and corresponding measures x; the indices are calculated as
follows:

ln
bias =—> (v —x.
1as n;()’, x,) )
1 ¢ ’
rmse=\/n_1;(y,-—xi) (3)
rmse
S

[ =—-
1 4)
;Zl(yi)

slope = 2—— (5)

Table 2 lists the statistics of the comparisons for each satellite. Values in the table show good
agreement between model and satellite H; with small biases not exceeding 0.15 m and best-fit
lines with slopes above 0.9. Figure 3 shows the scatter plot of model and Jason-2 H; over the
entire Mediterranean. Given the large size of the dataset to display (242,766 points), model and
satellite value pairs were grouped in square bins 0.25 by 0.25 m wide and areas corresponding
to each bin were painted according to the number of value pair entries in the bin. Data
dispersion around the 1:1 line is considerably small considering the overall number of samples.

Model results were further compared to buoy wave measurements collected by the Italian
Wave Measuring Network (Rete Ondametrica Nazionale, RON) managed by Institute for
Environmental Protection and Research (ISPRA). The network includes eight directional deep
water buoys in operation since July 1989 recording significant wave height H;, peak period 7),
mean period 7, and mean wave direction ,,. Additional buoys were later added to the network.
Until 2002, wave parameters were normally recorded every three hours.
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During storms, when H; exceeded a buoy-specific threshold, the recording rate was increased to
30’; in 2002 the measurement rate was set to 30’ regardless of the sea state [13]. In the present
work only three-hourly recorded data were taken into account in order to obtain a statistically
homogeneous population. Buoys whose data record was considered too short were excluded
from the analysis. Figure 4 shows the location of the RON buoys. Buoy measures were
compared to model output extracted from the nearest computational node.

Figures 6 to 7 show the H; scatter plots for selected buoys prepared following the same
procedure described above for satellite data. Table 3 lists the values of the bias, si, slope and
rmse for each buoy. Values in the tables suggest that the buoys can be grouped in three subsets
depending on the level of agreement between model and buoy values. The results obtained at
Alghero, Crotone, Cetraro and Capo Gallo buoys show very good agreement with the
measurements with best-fit line slopes around the unity, biases of the order of centimeters and
scatter indices below 0.4. For a second set of buoys including La Spezia, Ponza and Cetraro, the
results appear to be still satisfactory but biases tend to be in the order of 0.1 m and best fit line
slopes are below 0.9. H; appears to be generally underestimated for the buoys located in the
Adriatic Sea. This is probably due to the rather coarse resolution of the wind fields compared to
the extent of the Adriatic Sea. H; is also underestimated at the Catania buoy. This buoy is
located in a sheltered position characterized by a mild wave climate, two factors that are known
to contribute in reducing the model performance.

We further validated the wave model by comparing buoy and model average spectral period
T,, which gives an broad estimate of the distribution of the wave energy density spectrum
function S(f, 6) among the frequencies. In fact, as it will be shown, wave power flux is
calculated from the significant wave period 7, , which is not directly available from the buoys
measurements database. As shown in Table 4, the regression line slope is almost one for each
buoy with the exception of Monopoli and Ancona where the model underestimates 7, and the
bias is negative. For all the remaining buoys the model tends to overestimate the wave average
period; where the regression line slope exceeds the unity, this trend is more marked at higher
values of the period. The overestimation measured by the bias is relatively small. Bias values
exceeding 0.5 s are found only at La Spezia. Rmse values are considerably higher than the ones
obtained for H; implying that model 7,, values have higher dispersion. In any case, the absolute
difference between buoy and model average period is less than 1 s in more than 70% of samples
for all the buoys with the only exception of Catania.

4. Results

The Mediterranean model output was used to calculate the distribution of potential wave energy
and to analyze its temporal variability. Following [14], in deep water, the available power flux
per unit crest can be expressed as:

2

J= 1 (5)
64r ‘

where J is the energy flux in Watt per meter of wave crest, g is the gravity acceleration, p the
sea water density assumed to be p =1025 kg/m’, H, the significant wave height and 7, the
significant wave period. 7, represents the period of a sinusoidal wave having the same energy
content of the sea state [15]. When the sea state is described by the spectral wave energy density
function S(f, 6), T, is given by the ratio between two moments of S:

m_

L= (©)

where the generic moment of § is given by:
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270

m, = ! ! o"-S(c,0)dodd (7)

Figure 7 shows a map of the available wave power flux per unit crest averaged over the entire
simulation period 2001-2010 in the Mediterranean. The most productive area, with average
values above 12 kW/m, is located in the western Mediterranean between the Balearic Islands
and the western coast of Sardinia. The Sicily channel, off the north-western and southern
Sicilian coasts, is also very productive with an average wave power flux per unit crest that
reaches 9 kW/m. Slightly lower wave power appears to be available in central Mediterranean
and southern Ionian Sea with average values not exceeding 8 kW/m near the coast. The western
part of the Levantine basin exhibits similar values reaching almost 8 kW/m. The Adriatic sea,
where average wave power does not exceed 3 kW/m, is one of the least productive regions.
Similar values are observed in the most sheltered parts of the Ionian and Tyrrhenian between
the mainland and Corsica and near the Messina Strait. The Aegean sea, despite its
semi-enclosed configuration, appears to be more productive than the Adriatic Sea at least off
the continental coast.

The results in Figure 7 show how, even in the relatively small Mediterranean basin, wave
energy potential exhibits significant spatial gradients even at scales in the range 20-50
kilometers due to the combined effect played by land obstruction on wave propagation and on
fetch length. This variability cannot be adequately described by lower resolution models or by
local buoy measurements.

Seasonal distribution of wave energy also plays an important role in the selection of a specific
site. In the Mediterranean, the winter and fall seasons are the most energetic while calmer sea
states are normally observed during the rest of the year [12].

The wave power fluxes calculated by the model exhibit a similar trend.

Figure 8 shows the spatial distribution of seasonal average power flux in the Mediterranean for
the entire simulation period. As expected, the winter months of December, January and
February are the most productive followed by the autumn ones. Wave power spatial distribution
follows approximately the pattern described for the yearly average. Some differences can be
found in the Central Mediterranean, which appears to be especially energetic during the winter
season and calm during the summer. The seasonal variation range tends to be smaller, in
relative terms, in the Western Mediterranean and in the Sicily Channel compared to less
productive areas.

From the results of the Mediterranean model appears that the Sicily Channel is one of the most
promising areas for wave energy production both in terms of average availability and seasonal
variability. Higher amount of wave energy is generally available near small islands located far
from the main coastlines.

The Island of Pantelleria was chosen to perform an in-depth wave energy assessment. This
island is located near the most productive areas within the Sicily Channel and, being more than
100 km far from the Sicily coast, needs to rely on local energy production. In order to describe
in detail the wave energy potential around Pantelleria a very high resolution model was nested
in the coarse model. Figure 9 shows the average wave power per unit crest distribution in the
Sicily Channel and the location of the nested grid. It can be observed how wave energy
potential tends to reach its maximum in the middle of the Sicily Channel just near the island.
Figures 10a and 10b show the average power flux obtained from the Mediterranean model and
from the nested high resolution model around Pantelleria for the entire simulation period.

By observing the figures it appears that the main contribution to wave energy comes from
waves propagating from N-NW.
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The sheltering effect of the island results in a lower amount of available power in the S-SE coast.
The main features of the wave energy distribution around the island are captured both by the
fine and coarse model, however the high resolution model shows a systematic reduction of the
available energy when approaching the coast in the most energetic section of the coastline. Near
the northern and southern section of the island the finer details in the wave energy potential
calculated by the high resolution result in higher energy potential near the coastline compared
to the coarse model values. The shape of the low energy shadow area on the SW coast is also
better resolved in the high resolution model.

In order to get some additional insight on the differences between the Mediterranean model and
the high resolution nested model, the distribution of wave energy among sea states was
analyzed in two points, one near shore and one about 10 km offshore, along the most productive
area (see Figure 10 b). The offshore point falls approximately at the center of the coarse model
cell placed at the NW corner of the island. Figures 11 and 12 show the distribution of wave
energy among sea states.

The scatter plot at lower left panel of the figures represents the distribution of yearly average
energy in terms of 7, and H;, evaluated over the 10 years period. The contribution to the total
energy given by an individual sea state described by 7, and H; are classified in rectangular
intervals defined by a 0.25 s wide interval for 7, and 0.25 m wide interval for H; and the
corresponding rectangle is colored according to the total energy. Lines of constant power are
drawn on the scatter plots to highlight wave power variability. On the upper and right panels of
each scatter plot two histograms shows the distribution of average yearly wave energy over 7,
and H; respectively. In each histogram a red line represents the cumulated percentage of total
energy available in terms of 7, and H,. Red markers are placed every 10" percentile on the
cumulated line. In the upper-right panel a rose diagram describes the directional distribution of
average yearly energy over 30° wide direction bins. Each concentric circle represents 20%
contribution to the total wave energy.

Looking at Figures 11 and 12 it appears that the amount of available wave power is reduced by
more than 20 %, from 6.7 kW/m to 5.2 kW/m, from the offshore location to the near shore one.
The distribution of wave energy among sea states for the two locations is very similar with a
slight increment at the near shore location in the fraction associated to sea states with high
period and low wave heights. Directional distribution of incoming wave energy is much more
concentrated around the NW direction near the coast (80%) compared to the offshore location
(only 60 %).

The differences between the results of the two models tend to become less significant when
moving to the open sea. In fact, the average wave power measured at the offshore point is
almost the same value obtained from the first active cell NW of Pantelleria in the coarse model
(6.8 kW/m).

As most wave energy converters are expected to be placed near the coastline where they are
more easily connected to the power grid, it is extremely important to have a reliable description
of wave energy from high resolution models.
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Figure 1: Mediterranean model domain and bathymetry.
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Figure 2: Tracks of Satellites performing radar altimeter measurements over the Mediterranean
between 2001 and 2010.
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Figure 3: Scatter plot of model vs. Jason-2 H, for the entire Mediterranean.
Dashed line is the best-fit line between model and satellite data points.
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Figure 4. Locations of wave buoys of the Italian Wave Measuring Network (Rete Ondametrica
Nazionale, RON). Red symbols indicate buoys included in model validation.
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Figure 5: Correlation between buoy and model H, at Crotone.
Dashed line is the best-fit line between model and buoy data points.
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Figure 6. Correlation between buoy and model H; at Mazara del Vallo.
Dashed line is the best-fit line between model and buoy data points.
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Figure 7: Average power flux per unit crest distribution in the Mediterranean between 2001 and 2010.

Figure 8: Average seasonal distributions of wave power flux per unit crest in the Mediterranean
between 2001 and 2010. DJF: December, January, February;, MAM: March, April, May,
JJA: June, July, August; SON: September, October, November.
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Figure 9: Average wave power flux per unit crest in the Sicily Channel between 2001 and 2010.
White rectangle marks the outer limits of the nested model computational domain.
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Figure 10: Average wave power flux per unit crest around Pantelleria between 2001 and 2010.
a) Mediterranean model results b) High resolution results.

91



OWEMES 2012

Figure 11: Distribution of wave energy among sea states for the entire simulation period
at location a) as reported in Figure 10.

Figure 12: Same as Figure 11 for location b) as reported in Figure 10.
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Table 1: Characteristics of satellites used for model validation.

Satellite Repeat Cycle Track Separation at Period Considered
(days) the equator (km)

Topex-Poseidon 10 315 Jan. 2001 - Oct. 2005
Jason-1 10 315 Jan. 2002 - Dec. 2010
Jason-2 10 315 Jun. 2008 - Dec. 2010
Envisat 35 80 Oct. 2002 - Oct. 2010
ERS-2 35 80 Jan. 2001 - Dec. 2006

Jan. 2008 - Dec. 2010

Table 2: Statistics of satellite and model significant wave height (Hy) comparison for the entire

Mediterranean.
Satellite Samples Bias (m) Rmse (m) Slope Si
Topex-Poseidon 457,000 -0.128 0.331 0.912 0.279
Jason-1 910,133 -0.028 0.362 0.979 0.304
Jason-2 242,766 0.024 0.366 1.018 0.303
Envisat 695,768 -0.141 0.385 0.921 0.310
ERS-2 363,336 -0.011 0.426 0.962 0.400
Table 3: Statistics of buoy and model significant wave height (Hy) comparison.

Buoy Samples Bias (m) Rmse (m) Slope Si
Alghero 15,283 -0.005 0.311 0.985 0.278
Ancona 10,212 -0.214 0.361 0.725 0.477
Catania 12,549 -0.178 0.308 0.747 0.501
Crotone 14,962 0.004 0.276 0.993 0.374

La Spezia 10,952 -0.011 0.426 0.962 0.400
Mazara del Vallo 15,323 0.013 0.257 1.022 0.253
Ortona 12,786 -0.150 0.284 0.753 0.460
Ponza 14,479 -0.103 0.273 0.892 0.328
Monopoli 15,641 -0.124 0.307 0.836 0.427
Cetraro 16,630 -0.070 0.241 0.897 0.341

Capo Gallo 9,001 0.019 0.255 1.040 0.339

Table 4: Statistics of buoy and model wave average spectral period (T,,) comparison.

Buoy Bias (s) Rmse (s) Slope Si
Alghero 0.230 0.791 1.032 0.172
Ancona -0.349 0.959 0.883 0.240
Catania 0.142 1.163 0.996 0.274
Crotone 0.206 0.805 1.031 0.207

La Spezia 0.506 1.049 1.107 0.257
Mazara del Vallo 0.195 0.780 1.030 0.177
Ortona 0.063 0.718 0.992 0.198
Ponza 0.035 0.646 0.993 0.160
Monopoli -0.327 1.017 0.877 0.257
Cetraro 0.156 1.009 1.004 0.223

Capo Gallo 0.307 0.925 1.048 0.225
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TPWind and European projects in offshore wind sector

Manuela Conconi

European Wind Energy Association
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TPWind structure (www.windplatform.eu)

Executive Committee
Member
States Mirror
Group Steering Committee
WG1 WG 2 WG3 WG4 WG5S
Wind Wind Power Grid Offshare Environment &
conditions Systems Integration Deployment

TPWind Secretariat (hosted by EWEA)
EWEA, Risoe/DTU and Garrad Hassan

Advisory Board (AB)
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The EWI - European Wind Initiative
Aim: improved and increased public funding for wind energy R&D

One of the goals of the EU Strategic Energy Technology Plan (SET-
Plan), was to launch European Industrial Initiatives (Ells), i.e.
Programmes for fostering R&D in 8 strategic energy sectors:

Wind Bio-energy

Solar Energy efficiency
Nuclear Smart grids

CCS Hydrogen and fuel cells

The EWI is rooted in the SET-Plan, a 2007 blueprint for the development of
low-carbon technologies, and it was produced by TPWind in cooperation with
EU Institutions and Member States
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The EWI - structure

Published in 2009 (EC Communication: “Investing in the development

of low carbon technologies”)
Launched in 2010
Wind energy R&D funding : 2010 — 2020 period

3-years Implementation Plan
Implemented by TPWind, EU institutions and Member States

Total budget for 2010-2020: €6 bn (private and public)

€2.§bn: New
turbines and
components

€1.2bn:Offshore
structures
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The EWI: overview



The EWI: expected impact on the sector
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2011 offshore wind power market

235 new offshore wind turbines installed, worth some
€2.4 billion

866 MW in total - 17 MW less than 2010

Nine wind farms were fully completed and grid connected
in 2011

Three experimental floating concepts were erected, one
of which was a full scale grid connected concept.

87% of new capacity was added in the UK
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Market outlook: 2012 and beyond

Bringing cumulative capacity in Europe to 4,336 MW
(30/06/2012)

132 new offshore wind turbines,

523.2 megawatts (MW) fully grid connected in Europe in
the first six months of 2012.

50% increase compared to the same period in 2011
(when 348.1 MW were installed). mmmp

13 wind farms under construction 3,762 MW
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Cumulative and annual offshore wind installations (MW)
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Installed capacity: Share of 2011 installations (MW/%)



Offshore wind energy market in the EU 2011 - 2020
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Trends

Distance and water depth of wind farms
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Distance and water depth of wind farms
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EU offshore projects (I)

ORECCA
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EU offshore projects (Il)

MARINA platform
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EU offshore projects (lll) - DEEPWIND
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EU offshore projects (llll) - HIiPRwind
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Recovery Plan Offshore Wind Energy
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An investigation of different offshore wind turbine
jacket support foundation models designed for Central
Mediterranean deep waters

T. Gaucil, T. Sant, M. Muscat, P. Mollicone and D. Camillieri
Dept. Mechanical Engineering, University of Malta, Msida MSD 2080 Malta,

"thomas.gauci@um.edu.mt, Tel.: (+356) 2340 2032, (+356) 79370423

Abstract — The trend for improving the cost effectiveness of offshore wind turbines is to maximise
wind turbine size while minimising support structure costs. Minimising the support structure costs in
deeper waters is undoubtly more challenging. Studies have shown that the type of foundation model
used at the base of the support structure has a significant influence on the overall design result. Two
foundation models are studied independently: the pinned foundation and the rigid foundation. The
effect of the foundation type on the modeled overall support structure characteristics, are investigated.
The objective of this study is to produce an optimised jacket design for a 70 metre water depth in the
central Mediterranean region. The study shows that different foundation types influence the internal
loads of the individual jacket members and consequently affect the structure’s natural frequencies. The
final result shows that the jacket structure with a pinned foundation design was 43.6 tonnes lighter than
its rigid counterpart.

1. Introduction

Current offshore wind energy is significantly more expensive than onshore wind energy [1]. A
main contributing factor to the expense of offshore wind is the requirement of relatively
expensive support structures and their foundations. This requirement is a necessity due to the
harsher weather conditions at sea and the larger and more expensive infrastructure required for
installation and maintenance.

Regardless of these challenges, offshore wind technology as a whole is advancing at an
accelerating rate due to the large energy potential available in this environment. Increasing
research efforts and continuous advancements in offshore technology are increasingly being
made.

The main technology drivers today are to increase the cost effectiveness of offshore wind
energy by increasing turbine size and reducing substructure costs. This will enable project
developers to exploit offshore areas in deeper waters located more distant from the coast where
consenting is less difficult.

Malta, an island in the central Mediterranean region, is almost totally dependent on imported
fossil fuels. A secure and more sustainable energy system will require diversification of the
energy supply, with a greater share met by alternative technologies. Under the new energy
package for Europe, Malta is bound to supply 10 % of its final energy consumption from
renewable energy sources by 2020 and at the same time reduce the green house gas emissions
by 20% of the 1990 levels [1]. Wind energy may contribute a significant proportion to the
country’s renewable energy mix.

Given Malta’s geographical land restriction (a total of 300 km? including built up areas), there
is increased interest to develop wind farms at sea. Given the availability of large territorial
waters, Malta’s theoretical offshore wind potential is enormous. To date most offshore support
structures for wind turbines have been commissioned for shallower waters in the North Sea, the
deepest being the Beatrice project [2] at an installation water depth of 45 m.
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The more benign conditions of the Mediterranean Sea require a tailor made design and analysis
for the Maltese region. A considerable large area with transitional depth range (50-70 m) is
available in the South East Offshore Zone (SEOZ) of the Maltese Islands. This area includes
Hurd Bank. No doubt that the depth limit of 70 m requires a challenging design solution in
terms of costs and installation requirements. On the other hand, when compared to those in the
North Sea, the milder climatic factors around Malta are expected to reduce the load bearing
demand on the support structure and facilitate the installation and maintenance work.

This study proposes an optimisation design process of a jacket structure in which 2 different
foundation types at the base of the structure were modeled independently. An investigation of
the effect of the different foundation type on the final design was carried out. The ultimate
objective of this work was to investigate an optimal modeling design process to improve the
feasibility of jacket structures in central Mediterranean deep waters. Rigid foundation designs
allow well established installation technology to be implemented for bottom mounted
structures in a marine environment. In shallow waters this is a practical approach, but may
prove impractical in deeper waters due to excessive material use and more complex sea-bed
preparation work. A pinned foundation for a bottom mounted structure in a marine environment
makes the design more compliant to wave and wind action. This form of foundation design
requires a gravity based design which avoids any form of pile driving or pre drilling but
requires extensive sea bed preparation that could prove costly in deep waters.

2. Background on Offshore Wind Turbine Support Structure Design

An offshore wind turbine structure is subject to a large range of complex and non-linear
environmental conditions. Design of an offshore support structure is carried out in compliance
with international offshore standards of design. Offshore standards provide principles,
technical requirements and guidance for design, construction and in-service inspection of
offshore wind turbine structures. The support structure design within this study is in
compliance with the DNV-OS-J101 [3] and the IEC 61400-1 [4] standards.

The design process of an offshore support structure starts with the assessment of all potential
sites and support structure concepts. This first step includes establishing the conceptual design
including the foundation (piled, gravity based or grouted), the sub structure (monopile, tripod,
jacket or floating), the materials required and the optimal manufacturing and installation
processes. In the initial stages of the design process, information about the turbine to be
supported as well as site data (metocean data, geophysical and geotechnical data) is collected to
be able to define the minimum overall height and the base width of the substructure. Following
this, the design load cases acting on the support structure are established. A natural frequency
analysis is undertaken to identify the critical frequencies of the entire system that will lead to
resonance during the operation of the rotor. This analysis is followed by an ultimate load
analysis and a fatigue analysis.
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3. Design Basis

For this project the substructure design was carried out on the basis of the available data for the
SEOZ site. A report [5] which described the evaluation of the bathymetric, wind, wave and
geological conditions of the South East Offshore Zone (SEOZ) was compiled for this study.
Figure 1 shows the Maltese islands including the indicated SEOZ site. The SEOZ is located
between 5 and 14 km from the nearest shoreline and covers an area of approximately 55 km®.
This site has the potential to generate 770 Gigawatt hours per annum, equivalent to 16% of the
predicated energy consumption for Malta in 2020.

Figure 1: The South East Offshore Zone (SEOZ) outlined for the area having
a maximum sea depth of 70 m.

On the basis of this site evaluation report [5], the parameters given in Table 1 were established.
Since the maximum sea depth at the SEOZ site is 70 m, it was decided to design the
substructure for this water depth. [6]. The various design parameters were established in
accordance with the DNV and IEC standards [3, 4].

Turbine NREL 5 MW
Annual average wind speed 7.5 m/s
IEC wind turbine class 11
Wind Turbulence intensity class B
50 year extreme wind 375 m/s
speed
Wave Significant wave height 6.8 m
Bathymetry Water depth 70 m
: ; n
Water Levels Me.lx.lmum st}ll water level I m
Minimum still water level -lm
Hard limestone (Globegerina/Upper Coralline
Sea Bed Geology Limestone)[12]

Table 1: Site condition design parameters [5].
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The design was based on the NREL 5 MW reference wind turbine model. Table 2 displays the

main parameters of the NREL turbine as specified in [6].

Turbine parameter Value | Unit
Rated Power 50 | MW
Rotor Diameter 126 m
Mass of rotor and nacelle | 350 | tonne
Cut- in wind speed 3 m/s
Rated Wind speed 114 | m/s
Cut- out wind speed 25 m/s
Nominal rotor speed 12.1 | rpm
Lower bound rotor speed | 6.9 rpm
Upper bound rotor speed | 12.1 | rpm

Table 2: Turbine Parameters [6].

4. Design Methodology

The design methodology adopted in this study consisted of two design phases; the preliminary
design phase and the detailed design phase. Figure 2 illustrates a simple flow chart of the

two-phase approach and the -processes involved in each phase.

Figure 2: Two phase design methodology flowchart.
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In the preliminary design phase, the initial configuration of the overall jacket structure was
defined following the guidelines of the DNV standard [3]. This involved the determination of
the transition piece elevation, the top and base widths, as well as the number of x-bracings. The
base width of the jacket structure was determined by performing a natural frequency analysis
exercise, which is the second process in the preliminary design phase.

The detailed design phase involved the extreme event analysis and the ultimate state design. In
the extreme event analysis load cases were simulated on the modeled structure to evaluate the
extreme loading on the structure. The load cases were set up in accordance with the DNV
standard [3]. The simulation of the individual load cases was performed using GH Bladed [7],
which is an industry standard tool for the integrated design of wind turbines. The tool models
the combined static and dynamic loads acting on the entire wind energy converter resulting
from the wind, waves, gravity and inertia.

Ultimate state design, being the final design process, involved the optimisation of the jacket
structure. Optimisation of each member was carried out using the NORSOK [8] standard. This
design process was repeated for the two different foundation types, i.e. the rigid and pinned
foundation types. The results are shown in section 5 of this paper. Sections 4.1 - 4.4 in turn
describe in further detail each design process illustrated in figure 2.

4.1 Initial dimensions for the jacket structure

In this first design process the main concept was to utilize a four legged offshore jacket
structure for a 70 m water depth up to 15.1 m above mean sea level (MSL). Therefore the jacket
structure required being 85.1 m in height. This required the definition of the number of
X-bracings and diameter-to-thickness ratios (D/t) for every member in the structure. D and t
represent the diameter and thickness of a tubular structural member respectively.

The NORSOK standard [8] sets some geometric restrictions. Figure 3 illustrates a typical Jacket
K-joint detail with associated components labeled in red. According to the NORSOK standard
[8] the angles between the brace and the leg must exceed 30°, the gap for a simple K-joint
should be larger than 50 mm and that the D/t ratio should be less than 120 for any tubular
member used in the design.

Figure 3: K-joint detail adapted from NORSOK Standard [8].
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Preliminary drawings were prepared to determine the number of X-bracing levels that the
jacket tower would have. The objective was to satisfy the NORSOK [8] standard while using
the minimum number of X-bracings. Based on the Upwind reference Model[9], four levels of
X-bracing were chosen. Similarly the Upwind reference model[9] is the result of a tailor made
design process developed for a 50 m water depth subject to the Dutch North Sea climate. The
angle between the leg and bracing was then incrementally increased from 30° upwards in steps
of 1°, until the structure satisfied the design requirements set by the same NORSOK standard
[8]. The outcome was a four legged jacket structure with four levels of X-bracing that have a
35° angle between the leg and the bracing.

With the initial dimensions defined, a parametric geometric model was set up in the finite
element software ANSYS [10] and the base width varied in order to obtain the x,y,z
co-ordinates of the key points that define the jacket structure geometry for different sized
models. The parametric study gave an indication of the position of the members and joints that
were ultimately modeled in GH Bladed [7]. Figure 4 displays three complete jacket structure
models with different base widths of 20 m, 16 m and 12 m. The geometry configurations of
these three jacket structures satisfy the geometric constraints of the NORSOK standard [8]

Figure 4: Three complete structure models with different base widths generated in ANSYS [10].

4.2 Natural frequency Analysis

This design process consisted of a parametric study in which the 1* natural frequency of
multiple models was found as a function of varying jacket base width. This process was carried
out through the use of GH Bladed [7]. The base width of a jacket structure has a significant
effect on the total mass and stiffness of the structure that ultimately influences the natural
frequency of the structure. The aim of this process was to optimise weight while ensuring that
the natural frequency does not coincide with that of the turbine rotor.
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The fundamental natural frequencies necessary to be avoided in wind turbine support structure
design, are the rotor rotational frequency (1P) and the blade passing frequency which is equal to
3P in the case of a three bladed rotor. These frequency ranges of the reference NREL 5 MW [6]
wind turbine were found to be equal to 0.115-0.202 Hz and 0.345-0.606 Hz, respectively.
Therefore a workable envelope of frequency range was determined to be between 0.222-0.31
Hz. A 10 % safety margin was added to these limits to account for any discrepancy in
calculations. Figure 5 indicates the workable frequency envelope with an X located between the
10 % safety margins. The target natural frequency for the support structure was defined to be
0.29 Hz. This was chosen closer to the upper limit of the workability envelope because as
reported in [11] when the 1* natural frequency of the structure lies closer to the 1P frequency
range, higher damage due to fatigue is experienced.

The base width of the jacket design was incrementally increased in steps of 2 m from 12 m to 20
m. All other dimensions were kept constant. A modal analysis was carried out in GH Bladed
[7] on each complete support structure model including the rotor nacelle assembly, the wind
turbine tower and the jacket substructure. In this way the 1* natural frequencies of the analyzed
models were extracted. Table 3 shows the model support structures that satisfy the workable
envelope shown in figure 5. In addition to this, Table 3 also shows the predicted mass of each
model based on assumed member diameters of 0.8 m and 1.2 m, as well as wall thicknesses of
20 mm and 50 mm for the X-braces and main legs respectively [9]. The predicted model masses
were computed through the use of GH Bladed [7].

Figure 5: Workable natural frequency envelope.

Base width [m] 1st natural frequency [Hz] Mass [tonnes]
12 0.264 512.71
14 0.277 516.326
16 0.288 520.245
18 0.297 524.534
20 0.305 529.131

Table 3: Model base widths with corresponding 1* support structure natural frequency and mass.

Figure 6 shows how the 1*' natural frequency and mass of the jacket structure varies with the
increasing base width for the selected models. The quasi-linear relationship displayed by the
curves in figure 6 was found to be similar to those presented in the Upwind report [11]. As
previously established, the design target natural frequency for the support structure was
selected to be 0.29 Hz. Based on this, the preliminary design jacket structure with base width 16
m having a natural frequency of 0.288 (Hz) and a mass of 520.245 tonnes was selected for
further analysis.
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Figure 6: Total Mass and st natural frequency plotted against base width with a rigid foundation.

4.3 Extreme event analysis

The aim of the extreme event analysis was to evaluate the extreme loading on the support
structure through simulation of a number of design driving load cases. This process was carried
out separately for jacket structures with rigid and pinned foundations. A design load case group
was set up consisting of three main design driving load cases. These design load cases (DLC’s)
are known to produce the worst loading scenario (extreme loading) on the support structure
[11]. The set up of the environmental and wind turbine parameters of the DLC’s were done
according to the DNV standard [3]. Simulations included both aerodynamic and hydrodynamic
analysis. The following load cases [11] were included for the analyses:

a. DLC 1.3 - power production with extreme turbulence model (ETM)

b. DLC 1.4 - power production with extreme coherent gust with change of direction (ECD)
c. DLC 6.2a - parked rotor with loss of electrical network connection with extreme wind

model (EWM)

Simulations in GH Bladed [7] of the above load cases were carried out on the jacket support
structure model taking the base width equal to 16 m as determined during the natural frequency
analysis process. The maximum and minimum values for the six components of the load
vectors (Fx, Fy, Fz, Mx, My and Mz) acting at the rotor hub centre (90 m amsl) were derived.

Figure 7 illustrates the 6 component vectors derived at the hub height through GH Bladed [7].
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Figure 7: Six component vectors evaluated at the hub height through GH Bladed [7].

When modeling the rigid foundation, all degrees of freedom at the four foundation nodes at the
base of support structure were fully fixed. For the pinned foundation the three rotational
degrees of freedom (0x, Oy, 0z) at the four foundation nodes of the modeled structure were free
to rotate while Ax, Ay, Az were fixed

4.4 Ultimate State design

The objective of the ultimate state design process was to optimise the members of the jacket
structure to withstand the extreme loading evaluated in extreme event analysis. Ultimate state
design was achieved through dimensioning the jacket members to satisfy structural integrity
checks according to the NORSOK design standard [8]. Member stability check equations
included the combination of tension, compression, bending, shear and hoop stresses.
Optimisation of the jacket structure was achieved by carrying out a member optimisation
design cycle (MODC). The procedure MODC was carried out through the use of the finite
element software ANSYS [10]. Figure 8 illustrates the operational sequence of the MODC
procedure.
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Structure modeling

Member wall Applied Extreme
thickness n/.len.'ibef' Loading &
increments O Boundarny conditions
design cycle
(MODC)

NORSOK Structural
Checks

Stress analysis

Figure 8: Member optimisation design cycle (MODC).

The MODC procedure was initiated with the element support structure having the initial
dimensions established in the preliminary design phase. BEAM 188 was used for modeling of
the support structure in ANSYS. The model included the jacket structure, the transition piece
and the wind turbine tower. A mesh convergence study was carried out which showed that 20
mesh divisions per element gave rise to sufficient accuracy and convergence while reducing the
computational time for stress analysis to be carried out. The buoyant force was accounted for by
determining an apparent density and applying it to the submerged part of the structure. The
boundary conditions at the foundation nodes of the jacket model were then applied. The MODC
procedure was repeated for both a fixed foundation and for a pinned foundation. The extreme
loading combinations evaluated in the extreme event analysis were applied at the hub centre of
the support structure. Following the applied extreme loading combinations at the hub centre, a
stress analysis was carried out. Combinations of axial, compression bending, shear and torsion
stresses were evaluated for each member within the jacket structure.

Structural checks according to the NORSOK design standard [8] for each member were then
carried out. Checks per member were carried out against the stresses computed from the
ANSYS simulations. If a selected member failed to satisfy all checks then the member is
deemed to have failed compliance with the NORSOK standard [8]. Members that fail to comply
had their wall thickness increased by increments of 0.5 mm. The cycle then repeated itself with
the re-modeling of the support structure incorporating the changes in the newly dimensioned
members.

The optimised cycle was repeated until all members satisfied all the required equations. The
final result was an optimised jacket structure design for a 70 metre water depth that satisfied the
structural integrity checks of the NORSOK design Standard [8].
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5. Foundation modeling design results

The following results describe comparatively the final optimised jacket designs as a result of
the adopted design methodology.

Table 4 compares the resulting jacket member design dimensions for the two different modeled
foundations. Figure 9 illustrates a side view of the jacket design with labeled sections that have
tabulated results in table 4.

Rigid Pinned
. Level 1 8 9
X-bracing (mm) Lovel 2 7 ]
Wall thickness Lovel 3 7 ]
(mm) Level 4 10 9
Main Leg (mm) Top Section 35 30
Wall Thickness Middle Section 33 28
(mm) Lower Section 35 30
Natural frequency
(Hertz) Support structure 0.293 0.286
Jacket 399.2 355.6
lzflasses Transition Piece 72.1 72.1
(tonnes) Tower 229.9 229.9
Total 701.2 657.6

Table 4: Jacket design with rigid and pinned foundations - wall thicknesses and weightings.

Middle Section

Lower Section

Figure 9: Jacket design Layout.

It is seen that modeling of the pinned foundation resulted in a jacket design weight of 355.6
tonnes. This is 43.6 tonnes lighter than the jacket design modeled with a rigid foundation. The
main factor contributing to the weight discrepancy is the overall 5 mm wall thickness difference
in the main supporting legs of the two jacket designs. Results from the modal analysis carried
out in GH-Bladed [7] on the final jacket designs shows 0.009 Hz difference in the 1* natural
frequency of the jacket structures which causes a relatively significant shift of 10 % within the
operable natural frequency envelope. This difference is a cause of the 43.6 ton weight
difference between the two jacket designs.
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Both final designs have a natural frequency that satisfies the target natural frequency envelop
described in section 4.2.

Similar to the final design seen in the Upwind project [11], both designs resulted in a wall
thickness increase for the x-bracing and main legs at the foundation and transition piece
intersection. This result was expected at the foundation because essentially the structure is a
cantilever model with the largest reaction forces at the foundation. The increased thickness
nearer to the transition piece intersection may be due to the reaction forces due to the acting
secondary cantilever foundation for the wind turbine and tower.

Further, the pinned foundation jacket design has a more even distribution of wall thickness
throughout the x-bracing members. This may be due to the more compliant nature of the pinned
foundation design resulting in a more even distribution of stress throughout the structure.

6. Conclusion

A tailor made design methodology for an optimised jacket design suited for a 70 m water depth
was described. An investigation comparing jacket structures with rigid and pinned foundations
was carried out.

The following main conclusions could be drawn from this study:

e The weight of the jacket structure design with pinned foundations was found to be 43.6
tonnes lighter than that with rigid foundations (355.6 tonnes instead of 399.2 tonnes).

e The modeled rigid and pinned foundation designs had a support structure Ist natural
frequency of 0.293 Hz and 0.286 Hz respectively. Both values satisfy the established
natural frequency envelope in order to avoid resonance at 1P and 3P excitation
frequencies.

e The optimised jacket design with pinned foundations was found to have a more evenly
distributed wall thickness throughout the x-bracing when compared to that with rigid
foundations.

7. Further work

The effects of fatigue on the joints of a jacket structure are significantly dependent on the
support structures natural frequency. This necessitates further work to study the effects of
different foundation modeling types on a completed fatigue assessment of the support structure.
Fatigue state design according to the DNV standard [3] will be used to ensure that the structure
will have sufficient resistance against fatigue failure.

Following the fatigue assessment, further study on the installation procedure is necessary to
conclude on the overall feasibility of the rigid or pinned foundation design.
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Abstract - Offshore wind Energy demonstrated to be one of the most promising technologies for
growing electric energy demand worldwide. The main objective of this research was to conceive a
floating offshore structure for supporting wind turbines. The Mediterranean Sea is characterized by
deep water, especially in the western area, from Italy towards Spain, and this makes floating support
structures desirable, since in deep water they are cheaper than bottom fixed piles [1]. An aerodynamic,
electric and mechanic model was developed and tested against experimental results of laboratory and
wind tunnel tests on a small scale wind turbine, demonstrating its reliability, so it was used to determine
actions on the floater and a first concept design was performed using commercial software for marine
structures analysis. Further steps in this process will include integration of the turbine model with
hydrodynamic calculations, as well flume, tank and open sea tests for the designed floater.

1. Introduction

Interest in renewable energy has been continuously growing during the latter years, even more
after acceptance of Kyoto protocol by the most developed states, and due to an increasing
sensibility of people in environmental matters. Wind energy demonstrated to be one of the most
promising technologies in this field, since it’s the closest to reach the so called “grid parity”,
that means that the cost per kilowatt produced by wind is closer and closer to the cost of the
same energy produced by traditional fossil fuels. [1] The research in wind energy field has lead
to continuous improvements in turbines performance, cost lowering and safety of the systems.
One of the main problems of wind turbines is their size, that causes a strong visual impact, and
for this reason often people unwillingly accept, or firmly oppose, wind parks where they live.
One possible solution is to set wind farms in open sea, which is also a valuable solution for
production efficiency, since in that environment the wind is more constant and stronger respect
to land [2].

In northern Europe many offshore wind farms are working nowadays, and this confirms
offshore wind power as a good technical solution for renewable energy harvesting. Up to now
the offshore wind option for the Mediterranean countries has not been fully considered even
though about 2000 MW offshore wind power plants have been installed in North European
Countries in water depth up to 30 m on gravity and monopile foundations. The offshore wind
data indicate that the Mediterranean offshore wind energy could be in the same range of
onshore wind, 165 TWh/year (5 % of 2030 forecast Mediterranean electric energy demand) of
which 80 TWh/year at water depth below 30 m and 85 TWh/year at water depth from 30 up to
200 m [3].
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Placing wind turbines in open sea nevertheless implies serious difficulties in design and
manufacturing of wind turbines themselves, and also for supporting structures, that must be
safe and lasting in a challenging environment. Waves loading and salinity are only two
examples of the issues that have to be faced when designing a support structure for an offshore
wind turbine. The Mediterranean Sea is characterized by deep water, especially in the western
area, from Italy towards Spain [4], and this makes floating support structures desirable, since in
deep water they are cheaper than bottom-fixed structures. [5]
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Figure 1: Western Italy coast bathymetric map and cost analysis for offshore structures [5].

2. Nomenclature

Voltage

current

stator resistance

equivalent inductance

equivalent impedance

magnetic flux

electric frequency

Resistive load

electro motive force

permanent magnet flux

angle between magnetic flux and real axis of electric system
phase angle between current and voltage
mass density of fluid

gravitational acceleration

mass of body

displaced volume
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3. Method of Approach

The physics of a floating win turbine is complex, and involves aerodynamics, hydrodynamics,
mechanics, soil mechanics, wave-structure interaction and electric power generation, just to list
some. A multi physics approach is desirable to define which phenomena are coupled to other,
and to give a first description of the problem.
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The main objective is to limit the floater’s motions, in order to let the turbine work properly: in
fact even small pitching motions give the rotor a strong variation of apparent incident wind
speed, especially in the case of large offshore turbines. The main problem is to determine which
forces act on the floater, due to the wind turbine operation: To gather this information, an
aerodynamic, electric and mechanic model was developed and tested against experimental
results of laboratory and wind tunnel tests on a small scale wind turbine, demonstrating its
reliability, so it was used to determine actions on the floater and a first concept design was
accomplished.

4. Coupled model

A coupled aerodynamic and electrical model, suitable to simulate wind power generators
regardless of their dimensions, was developed, and its general layout is presented in Figure 2 .
Since a small wind turbine was disposable for experimental test, [6] the model was set to
simulate this particular device, and a test campaign on the real device was performed to verify
model predictions. Wind conditions are requested as an input, and the system gives voltage,
electric current, shaft torque, axial force and rotational speed of blades as an output. This model
has a multi-disciplinary basis like many other codes developed in the last years [7], [8] but was
intentionally kept simple in order to have a quick and easy tool for preliminary design, that is a
different purpose if compared to literature high-complexity codes [9] [10] [11].

A more complex model could be used, if necessary, in a second step of the design process, in
order to achieve more detailed results and more information about the system’s behavior.
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Figure 2: Model Layout.

The aerodynamics module is based on classical Blade Element Momentum theory (BEM), with
Glauert and Prandtl corrections, while the electrical module is based on a simple electric
representation of the generator. The two modules run at the same time, exchanging data thus
taking into account interactions between electric phenomena, aerodynamic and mechanical
behavior.

The electric part of the wind power system is made of an electric generator, a diode bridge and
an inverter, that connects the generator to the grid and fits the output power to grid requirements.
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In order to simulate a system of this kind with high accuracy, complex and time-consuming
models of components and control laws are necessary, and for a gross evaluation of system
performances this does not lead to appreciable improvement in results. If we suppose a fast
electric dynamics, if compared to aerodynamic and mechanical ones, we can neglect high order
electric effects, thus extremely simplifying calculations.

4.1 Electric model

The electric model is intended to take into account the effects of the generator and its load in
regime conditions. To avoid excessive computational resources, a simplified approach was
chosen. The electric generator is modeled as an equivalent circuit [12], [13], [14]; a variable
resistive load was also implemented in the model. Since the electrical system is supposed to be
balanced, only one phase quantities are computed, then the output power will be three times the
one computed by the algorithm. This model, coupled with the aerodynamic one, was run to
forecast the turbine’s behavior during regime wind tunnel tests.

T

E R, L I.
H@ AAA o e

Figure 3: Generator equivalent circuit.

Let the system parameters be
Lrﬂ-t = qu + L!ofzd
Ceot = Cprc T Ciona

Rtﬂ-t = Rs + R!ﬂ-fzd
Hence the circulating current per phase in the equivalent circuit can be expressed as follows
o E E
Tz . 1 (1
ot Ryge T (C”-’Lmr - mcmtj
Where the electro motive force (emf) is due to the permanent magnets flux y
E=iw)p = iwe™ ()

With ¥ indicating the angle between magnetic flux and real axis of electrical system, calculated
as integral of the angular velocity. The voltage applied on the external load can be obtained by
the formula

V=1IZ,0 3)
Where

- 1

E!oﬂd = R!orzd + i‘(mjf'!ﬂrzd - mc:oﬂd) (4)
Since we suppose a pure resistive load, the terms Ljoq and Cjaq can be neglected, as the power
factor correction capacity of the electric machine can be. The electric power output of the
generator, in case of pure resistive load, is expressed by the formula:

P, = 3VI (5)
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The mechanical input power, coming from the blades, is higher, and the difference can be
ascribed mainly to friction, Joule losses and core losses.

B, =3Elcosp + Cy(w)w (7)
The total output power dispersed above the resistive load will be considered equal to the power
given by the generator. The generator parameters given by the documentation of the constructor
were verified with tests in the laboratory.

4.2 Aerodynamic model

The aerodynamic model is based on the classical Blade Element Momentum theory (BEM),
with Prandtl tip and hub loss factors and Buhl correction for axial induction factor. [15],[16]
The Blade Element Momentum method couples the momentum theory with the local events
taking place at the blades. A stream tube enclosing the rotor is discretized into annular elements
of height dr, as shown in Figure 4. The lateral boundary of these elements consists of
streamlines; in other words there is no flow across the elements. The different control volumes
are assumed to be independent, hence each strip can be treated separately and the solution at
one radius can be computed before solving for another radius. At the end of the process the
weighted contribution of each section is assembled, in order to provide mechanical power
produced by the turbine, thrust force and shaft torque.

Streamline tube

l
Tar

Figure 4: Streamlines tube in Blade Element Momentum theory.

T~ Rotor plane

In each blade section aerodynamic forces are due to the relative velocity between blade and air:
with respect to the wing case, the wind turbine blade is rotating, thus the relative velocity is the
combination of wind velocity vector, rotational velocity vector, and in case tower velocity. The
wake downstream the turbine is characterized by rotation, hence the velocity triangle at the
trailing edge is different from the one at the leading edge; moreover, the velocity field behind
the turbine is different from the incoming velocity field.

Two coefficients a, axial induction factor, and a’, tip loss factor, were defined [15], [16], to take
into account the wake effect. The practical consequence is that rotational velocity and incoming
wind speed are modified by these factors, thus changing local angles on the blade. This artifice
permits to treat the problem like an ideal rotating wing inside a potential flow field. With these
assumptions, aerodynamic lift and drag is calculated for each section of the blades.
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Figure 5: BEM algorithm flowchart.

The algorithm implemented can be summarized as the flow chart in Figure 5 shows.

In the developed model, rotational speed is given by the electrical-mechanical module. The
major limit of the BEM based models is that they are useful if aerodynamic coefficients of
blades are well known, but for a first draft of a wind turbine, generally there is no need to design
the airfoil from scratch. On the contrary these kind of models require few computational
resources if compared to more complex systems, like CFD’s. In the code presented here, the
Prandtl and Glauert corrections are active even in post-stall conditions, since this strategy
demonstrated to be more reliable in predictive calculations. [17].

5 Experimental tests

The authors had a small scale wind turbine disposable for testing [18], so the model was run
with these system parameters, and some predictive calculations were performed. A test rig was
built inside the laboratory and the electric generator was characterized.

Errore. L'origine riferimento non ¢ stata trovata.

The prime mover is a three phase, 4 kW electric motor, speed controlled by an inverter. A
torque meter plus a phonic wheel are the instrument for mechanical parameters measurements.
The generator can be loaded with a pure resistive variable load or a grid connected inverter. For
early tests, and later for wind tunnel tests, it was chosen to apply a pure resistive variable load,
since the main objective of the study is the mechanism to convert flow kinetic energy to
electric; and not to satisfy grid requirements, the inverter behavior is not of interest in this
particular case, while the regulation of the resistive load is easier. Analog control of the prime
mover and data acquisition were realized a National Instruments card connected to a PC.
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Figure 6: Test rig.

Controls and acquisition interface are located far from the rig, in order to keep the user safe in
case of malfunctioning. Figure 6 shows the realized test rig.

Afterwards a series of experimental tests was performed in order to evaluate model reliability.
These tests were divided in two different sets: a first test of the electric part of the turbine on a
test rig at Politecnico di Torino, and a series of tests in the wind tunnel of Centro Ricerche FIAT.
Figure 7 and Figure 8§ summarize laboratory test results, and show comparison between the
results of experimental and numerical characterization of the electric generator.

Figure 7: Voltage and current comparison, model vs experimental data.
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Figure 8: Torque and Power comparison, model vs experimental data.

Experimental and simulation data are in very good agreement both varying angular speed of the
rotor and the load resistance.

In the Wind tunnel the complete system was tested at different wind speeds; the electric load
consisted in a variable array of resistors, plus a fixed resistor of about 30 Ohms, capable to
dissipate the whole power generated by the wind Turbine. Electric quantities were measured
with shunt resistors and a couple of load cells gave axial force and torque acting on the turbine
as an output (Figure 9).

After the system was completely known, the forces acting on the tower completely determined,
and the aero-electro-mechanical model validated, the desired inputs for the floater design were
available.

Figure 9: Wind Tunnel tests, from left to right the axial force measurement load cell
and the system inside the wind tunnel.
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Figure 10: Experimental vs modeling results (aerodynamic-electric model).

Figure 10 shows the comparison between experimental results in wind tunnel tests and the
calculation outputs of the coupled model. Both thrust and torque show a good agreement with
experimental data; only thrust is slightly over estimated, and this could be due to the fact that
the blades aerodynamic profile, is close to a NACA 2412, but is not exactly the mentioned one;
because of the construction technique.

This fact leads to some differences in torque and thrust coefficients. The error in estimation is
anyway acceptable, and solvable with wind tunnel airfoil characterization.

Finally, a power curve was built, both with calculated and experimental data.

The comparison is shown in Figure 11.

BEM indicates mechanical power available at generator’s shaft, SIM the simulated mechanical
power, including torque saturation, and EXP is the experimental curve obtained with wind
tunnel tests.

Adding coupling with electro-mechanical model contributes to improve experimental data
fitting in simulations.

Figure 11: Steady power curve comparison, experimental and simulated.
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6 Floater design method

In order to design a suitable floater for a given wind turbine, using data coming from the model
that estimate forces acting on the basement, a method involving hydrostatics, hydrodynamics
and coupled modeling has to be used .

0,250 0,750

Figure 12: Problem schematics and concept solution.

There are three main principles of stabilization in floaters design: buoyancy, mooring lines and
ballast. [19] None of these principles can exist alone in a floater, and none of them has
nowadays demonstrated superiority above the others from both economic, feasibility and
reliability point of view. The authors decided to implement the design of a spar buoy, which has
its main stabilization effect in the ballast, and seems to be the most technologically reliable,
despite a slightly higher cost with respect to the tension leg platform, that appears to be a highly
cost-effective floater concept for wind turbines. A good proof of reliability of spar buoy
concept is the Hywind project. [20] The design process is based on defining a suitable floater
for a 3 kW rated power turbine. The result can be used as proof of concept and up scaled to
define floaters for bigger turbines [21].

First of all, a static floating stability calculation has to be performed, in order to obtain righting
moments on the floater, and then a dynamic analysis can be performed to estimate the system’s
behavior in waves.

For static floating stability the spar floater can be assumed as slender cylinder in water, then the
main motions that should be analyzed are heave, pitch and roll. Since the floater is axial
symmetric, only one rotational equilibrium will be examined.
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Figure 13: Static floating stability.

The vertical equilibrium is granted by buoyancy force, that is the vertical up thrust that the
structure experiences due to the displacement of the fluid [22] Archimedes principle states the
vertical equilibrium between buoyancy and gravity forces

pgD, = gm (8)

where p is the mass density of fluid, g is gravitational acceleration, m the total mass of body and
Dy the displaced volume.

Let metacenter be the point of intersection between the lines through the buoyant forces at zero
heel angle and at a small heel angle. It is known from theory that to have stable equilibrium the
metacenter should be above the center of mass: in this case it will follow that the structure
naturally tends to the initial position in case of disturbance of its rest conditions.

A static stability curve can thus be calculated for each floater, thus identifying the maximum
angle for which the structure will naturally tend to reposition in the undisturbed position in case
of external forcing, like wind on the turbine. External forcing in this case is given by thrust
force on the wind turbine.

From a dynamics point of view, body motions in waves in the frequency domain are of great
interest, since they gave a quick idea of body response to wave input. Usually the first
harmonics of motion are of interest. Frequency domain response is also useful to perform time
domain simulation using the convolution technique [23], [24]. The linearized problem of a
body moving in waves can be solved by superposition of two phenomena: free oscillation of the
cylinder in still water and body restrained in waves. [22 ]
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Figure 14: Heaving cylinder in waves as superposition of forces due to free decay and
restrained body in waves.

The equation of motion will assume the form
(M+AX+BX+KX=F,+F, 9)

Where M is the mass matrix of the body, A the added mass matrix, B the damping matrix and K
the equivalent stiffness matrix, that is obtained from static floating stability calculations. The
term Fj, represents hydro mechanical loading, induced by oscillations of the rigid body moving
in still water, and Fy, represents wave loading, due to the waves acting on the restrained cylinder.
The amplitude response of the floater motion is called RAO, or Response Amplitude operator.
Some literature good practice suggests, when starting from scratch, to use the following
empirical proportions to design a floater for the wind turbine [25] [26]:

3
draft = 3 tower height

3
tower height = > raotor diameter

ballast mass = 10 to 20 = nacelle mass

With these assumptions, some preliminary calculations have to be performed, in order to
achieve a first dimensioning of mass distribution and floater displacement:

The first dimensioning is performed in order to establish a mass distribution that allows the
floater to bear the wind turbine and the tower, and to have the center of gravity in a position that
grants static stability in water, then a frequency response analysis has to be performed in order
to forecast a mass distribution that allows also dynamic stability.
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Figure 15: Dynamic response of the floater.
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This information will drive the design of the shape of the floater. A concept design of a floater
for a 3 kW wind turbine (shown in Figure 12) was performed.

Frequency domain calculations indicate that in most degrees of freedom the floater has a
natural frequency below 0.15 Hz, the wave frequency representative of the selected reference
site (Pantelleria Island, representative wave is 6-7 s peak period and 1.1 m significant wave
height), hence different mass distribution and center of gravity positioning were compared

(Figure 15).
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As expected, the heave and pitch motions are the most solicited by wave loading. From these
first results, it comes out that solution number 2 is the best among the analyzed cases (Figure
106).

A more detailed study of this solution has hence to be done: first of all a sensitivity analysis to
the whole wave spectra of reference site will be performed; consequently a series of time
domain coupled simulations is needed: in this step effects of wave loading and forces coming
from the tower, gyroscopic effects due to the pitching motion coupled to rotor motion and
mooring lines effects have to be evaluated all together, in order to have a realistic forecast of the
systems behavior.

Discussion and conclusions

An aerodynamic, electric and mechanic model was developed and tested against experimental
results of laboratory and wind tunnel tests on a small scale wind turbine. Experimental activity
demonstrated that the mathematical model is reliable, since results of calculation matched well
with experimental data, both in laboratory and wind tunnel tests. The developed model was
used to determine expected maximum actions on the floater and a first concept design was
performed using commercial software for marine structures analysis.

Outputs of the design are encouraging; in fact the conceived floater is suitable for the reference
site sea conditions. Further steps in this process will include integration of the turbine model
with hydrodynamic calculations, as well flume, tank and open sea tests for the designed floater.
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Abstract — Twelve 5 megawatt wind turbines of the first German offshore wind park “alpha ventus”
were built in 2009 under genuine offshore conditions. Alpha ventus will gather fundamental experience
with a view to future commercial use of offshore wind power in Germany. The research initiative
RAVE - Research at alpha ventus — accompanies the construction and operation of alpha ventus to
attain a broad basis of experience and expertise for future offshore wind parks. RAVE joins together the
scientific activities of the turbine manufacturers and a multitude of research institutes. The research
initiative is supported by the Federal Ministry for the Environment, Nature Conservation and Reactor
Safety (BMU) following a resolution by the German Parliament. Coordinator is the Fraunhofer
Institute for Wind Energy and Energy System Technology IWES.

1. Introduction

In the foreseeable future wind energy will make the biggest contribution to the growth of
renewable energy in the electricity sector in Germany. Offshore technology as well as wind
farm repowering will gain in importance as a result.

The Federal Government's “Strategy of the German Government on the use of offshore wind
energy” aims at an offshore wind power capacity of 20-25 gigawatt by the year 2030 —
approximately15 % of the German electricity demand (BMU 2002).

The first German offshore wind farm alpha ventus is a project by the consortium Deutsche
Offshore-Testfeld- und Infrastruktur GmbH & Co. KG (DOTI), a joint venture between the
energy utilities EWE, E.ON and Vattenfall Europe. DOTI has leased the rights for the site,
located 45 km north of the Island of Borkum, from the Stiftung Offshore-Windenergie
(Offshore Wind Energy Foundation). Twelve wind turbines manufactured by AREVA Wind
and Repower Systems (Figure 1), with a hub height of ca. 90 m, a rotor diameter of 116 m
respectively 126 m, and a capacity of 5 megawatt each, should deliver electricity for about
50,000 households.

The alpha ventus test and demonstration project initiated the utilization of wind energy in the
North and Baltic Seas. The construction of the transformer station and laying of the undersea
cable were completed in 2008. The installation of the twelve wind turbines, which was planned
for 2008 originally, had to be postponed due to unfavorable weather conditions until 2009.

In comparison to other operating offshore projects alpha ventus is located much further from
the land, and in greater water depth (Figure 2).

Furthermore the researchers of the German research initiative RAVE — Research at alpha
ventus — carry out various measurements and investigations to further promote Germany’s
know how in this field.
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Figure 1: Layout of alpha ventus. The German research platform FINOI is situated at short distance.

Since the start of the initiative in 2007 the main research focus has been mainly on cost
reduction, increase in profit, advancing the availability of wind energy generators, improving
technologies for the construction of offshore wind energy, ecological accompanying research
as well as technical optimization of wind energy generators with regard to ecological impact.
The 25 ongoing and already completed projects lay the foundations for improving the offshore
capability of multi megawatt wind parks and contribute to the environmental compatibility of
offshore wind energy utilization. In particular, it has been demonstrated that research into
offshore wind energy requires interdisciplinary co-operation as knowledge from so many
different disciplines is required (www.rave-offshore.de).
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Figure 2: Water depth and distance from the shore of offshore wind farms in different European
countries — alpha ventus is highlighted in red; Status 12/2011 (Fraunhofer IWES 2011).

145



OWEMES 2012

2. Organizing the Research Cooperation and Measurements

2.1 RAVE Coordination Project

The objective of the RAVE Coordination project is to network the currently 25 individual
RAVE projects and to represent them. In order to use synergies and improve quality of results,
the collaboration is based on a balanced concept. The organizational coordination is achieved
by the RAVE steering committee.

Moreover, international cooperation is supported through RAVE delegates in the European
Wind Energy Technology Platform (TPWind) and through cooperation within the International
Energy Agency Implementing Agreement for Co-operation in the Research, Development, and
Deployment of Wind Energy Systems (IEA Wind).

In addition, RAVE Coordination is responsible for public relations. Experiences and results
originating from RAVE research activities are presented to scientists, students, investors,
politicians, and the general public. In order to reach a broad forum, RAVE Coordination has
organized and carried out the RAVE International Conference 2012 in May 2012 in
Bremerhaven, Germany (www.rave2012.de).

2.2 RAVE Measurement Service Project

For RAVE research projects comprehensive measuring data are indispensable. The RAVE
Measurement Service Project has the goal to carry out measurements and to coordinate the data
demand of the individual RAVE projects as a service for all involved institutes, authorities and
companies. Load conditions, operational noise, noise emissions during the installation,
meteorological, oceanographic and geological data are the main measurement parameters.
Additional measuring instruments are installed on the turbines AV7 and AV8 (AREVA Wind
M5000), on AV4 and AVS (REpower 5M), on the alpha ventus transformer platform, the
onshore transformer station, and at various other positions in the waters of the alpha ventus test
field (Figure 3).

Data from a total of about 1,200 measuring points are recorded and processed, and are available
for accredited RAVE researchers in the RAVE data base.
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Figure 3: Sketch of Repower SM (AV4, left) and AREVA Wind M5000 (AV7; right) offshore wind
turbine in the alpha ventus test field. Markings on the structure and in the water indicate locations and
type of instrumentation used for the RAVE measurements.

3. Research Activities

3.1 Research on foundation and construction

Two steel foundations are used at the alpha ventus wind park. The AREVA Wind turbines use a
“tripod”-concept as a support structure. The Repower turbines are mounted onto a
“jacket*“-foundation, which uses as many similar parts as possible (Figure 4).

The project RAVE Foundations analyzed the effects of wind, waves and operations on different
foundation types (monopile, tripod, jacket, etc.).Its follow-up project RAVE Foundations Plus
shall investigate research and testing procedures for foundation monitoring and data evaluation
suitable for offshore wind turbines.

A further subsidiary project, RAVE Gigawind alpha ventus, intends to improve the supporting
structure through an integrated dimensioning concept and to develop it into a commercially
mass-producible item. The RAVE Geology project investigates the seabed and particularly its
suitability for offshore constructions.
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Figure 4: Sketch of REpower SM with a jacket foundation (left); AREVA Wind M5000 with a tripod.

3.2 Research on technology and monitoring

Before the construction of offshore wind parks can take-off on a larger scale, it is imperative to
incorporate the experience and knowledge gained from the planning, construction and
operation of the alpha ventus test site into further developing and optimizing the technology.
Therefore, further rotor blade development is the focus of the RAVE REpower Blades project
while the interdependency of the overall system is analyzed by the RAVE REpower
Components project. The improvement of selected components is pursued by the RAVE
AREVA Wind M5000 Improvement project. In RAVE OWEA, key aspects of reliable design
and operation of offshore wind turbines are being verified. The project RAVE LIDAR (LIght
Detection And Ranging) investigates the application of modern wind measurement techniques
to offshore turbines as well as potential improvements to operations management.
Additionally, the completed monitoring project RAVE Offshore~WMEP has recorded and
interpreted essential operation data to enable the determination of such matters as the influence
of particular meteorological conditions, energy revenues, energy production, downtimes,
electricity production costs, availability, maintenance and grid connection issues as well as
other key performance indicators.

Two new cooperation partners have recently joined the RAVE initiative. The project RAVE
TUFFO investigates the impact of turbulent humidity fluxes on the static stability of the marine
boundary layer. RAVE UFO measures and analyzes climatological environmental parameters
and their influence on the components of wind energy turbines.
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3.3 Research on grid integration

The energy from offshore wind parks must first be brought to land using subsea cables. The
high-performance connections on land are used to transport the generated electricity to load
centers where much electricity is needed. In the RAVE Grid Integration project, strategies for
the integration of offshore wind energy into the power grid are being developed and
implemented. The aim is to reduce balance energy and the provisions for reserve power with
the help of newly developed offshore wind power prediction systems while at the same time
ensuring the high availability and the safety of the grid.

3.4 Research on environment

The goal of the complementary ecological research in the RAVE Ecology project is to gain
extensive knowledge of the impacts of construction and operation conditions on the marine
environment, for example, on benthos, fish, resting birds, migratory birds and marine mammals.
The main focus of the RAVE Geology project is to pursue the acquisition and evaluation of the
sediment dynamical processes (scour) and overall sand movement in order to obtain reliable
information for the design basis of the offshore constructions and the liquefaction behavior of
the upper seabed. In the RAVE Operational Noise project the underwater sound propagation of
the operational noise of the wind turbines under various boundary conditions as well as the
overall noise stress for sea life and particularly sea mammals are being determined. The RAVE
Hydro Sound project is investigating measures of noise reduction during the construction phase
through pumping air bubbles into the water. The safety of submarines will be enhanced in the
RAVE Sonar Transponders project through the technical integration of sonar transponders in
the overall wind park design.

4. Conclusions

For the deployment of wind generators at sea, proven systems engineering and management
must be adapted to the harsh environment. Not only appropriate foundations, encapsulations for
the nacelles and materials with long-term stability have to be developed but also the safe and
economical integration into the electrical grid has to be realized.

We have to face the special challenges of offshore wind energy and find affordable
solutions. In the next few decades only wind and bio-energy will be able to make significant
contributions to the electricity energy supply; thus slowing down the dramatic increase of CO,
concentration in the atmosphere. If the world-wide electricity demand continues to grow at
2.5% p. a. and wind and bio-energy generation grow at 20% p. a., together with hydropower,
which is already widely exploited in Europe, they will theoretically be able to supply world
electricity needs by 2030. Only with uninhibited growth over time will solar energy be able to
make an appreciable contribution. After significant growth in this sector, solar energy will be
able to supplement water and bio-energy, which are limited for reasons of sustainability, and
solar energy will offer a long term and almost inexhaustible potential.

Initially, however, global consideration will be given to the appreciable contribution
hydropower and wind energy can make to electricity generation, as such technology provides
the greatest CO, prevention benefits. Due to competitive production costs, it also equates to the
lowest possible cost of CO, prevention. With current mean electricity production costs of 8
ct/kWh and optimally of 4 ct/kWh on land, wind energy is close to being competitive when
compared to conventional power stations and fully competitive with future low CO, emitting
power plants. Offshore wind generation is expected to be initially twice as high.
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5. Overview of RAVE research projects

Project Main research questions Status
Foundation and Support Structures
RAVE - GIGAWIND alpha ventus |* How can offshore wind turbine support | completed
ForWind — Leibniz Universitit structures be improved in order to
Hannover become an economic, mass-produced
product?

. s

Holistic design concept for offshore What are the r.eal and .1nd1V1dual load on
iod turbi b an offshore wind turbine and how can

wind turbine support structures on the they be measured and observed?
base 9f measurements at the offshore *  How can the life time of offshore
test site alpha ventus structures be extended?

=  Which changes in the sea bed are

expected from driven piles?

RAVE - Foundations =  How accurate are predictions about the completed
BAM - Federal Institute for Materials long-term behavior of the turbine’s
Research and Testing foundation?

= What is the influence of the pore water
A tical desi d tori pressure on the pile’s resistance?

practical desigh and monitoring =  How is the pile affected by the

p r.ocedure. for foundatlon§ of offshore combination of cyclic lateral and vertical
wind turbines under cyclic loads. loads?
RAVE — Foundations Plus =  Determination of the actual resistance ongoing

BAM — Federal Institute for Materials
Research and Testing

Procedures for foundation monitoring
and data evaluation suitable for offshore
wind turbines

characteristics of a pile foundation out of
measured data

Adaption of measuring devices to the
requirements of offshore conditions
Development of an assessment method
for the foundation monitoring based on
monitoring data

Development of a standard for the
application of the so-called Observational
Method for Offshore foundations
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Turbine Technology and Monitoring

RAVE - REpower Components = Can modern offshore turbines fulfill completed
REpower Systems SE future grid requirements that are
comparable with conventional power
Further development of offshore wind plants?
turbine components with respects to Can new control methods fe‘?uce )
costs, longevity and servicing mechamcal loqu on the t}lrblne resgltmg
conditions in lower material input without cutting
down the energy yield?
= Attainment of a high level of
transparency for offshore wind power
plants by means of a new generation
SCADA system?
RAVE — REpower Blades * How can higher aerodynamic efficiency |completed
REpower Systems SE be achieved?
= (Can the planned innovations increase the
Development of an innovative, economic efficiency?
performance-optimized and = Will ‘fldvanced progluction technology
cost-efficient rotor blade for offshore contribute to such improved results?
wind turbines
RAVE — AREVA Wind M5000 =  The technical behavior of the AREVA ongoing
Improvement Wind M5000 in an offshore environment
AREVA Wind GmbH will be monitored. The main question is
whether any necessary adjustments must
. be made.
Further development, construction and | Isi .
: ) ) s it possible for the complete remote
testing of the M_S 000 wind turbine under control system and the analysis of data to
offshore conditions be carried out via a new SCADA system?
= Can the planned innovations increase the
economic efficiency?
RAVE - LIDAR = What are the possible applications of completed
Stuttgart Wind Energy, University of LIDAR technology in the offshore wind
Stuttgart energy industry?
= How does power curve assessment with
Further development of LiDAR wind ground and nacelle based LIDAR
) ] systems compare to standardized
measuring techniques for offshore measurements with cup anemometers?
applications *  What is the behavior of wind turbine
wakes in an offshore environment and
how can the wake wind field be measured
with LIDAR technologies?
= Which loading reduction can be achieved
with LIDAR supported control based on
inflow wind field measurements?
RAVE - LIDAR IT = How can a robust and cost-efficient ongoing

ForWind — University of Oldenburg

Further development of LIDAR wind

nacelle-based lidar system be
demonstrated for power performance
measurement and control of wind
turbines?
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measuring techniques for offshore
applications

How can the power performance of wind
turbines inside wind farms be assessed
and monitored using nacelle-based wind
measurements?

How can nacelle-based wind
measurements be employed for
predictive turbine control facilitating gust
compensation and optimization of energy
yield?

RAVE - OWEA
ForWind — University of Oldenburg

Verification of offshore wind turbine
technology with focus on atmospheric
conditions, turbine behavior and load
cases in offshore environment

What is the effect of specific atmospheric
conditions in offshore environments on
the power curve of wind turbines? Can
power curves be measured offshore with
sufficient accuracy using LIDAR
technology?

How do airflows in wind farms behave
and interact? How does operation in the
wake of other turbines affect a wind
turbine’s loading in an environment with
very low ambient turbulence?

Are state of the art simulation models and
tools appropriate for predicting wind
turbine behavior and loading for offshore
applications? How much can results be
improved by integrated analysis if
complex foundations are involved?

How should an efficient, robust, and
durable load monitoring system for
offshore wind turbines appear and how
can it help to improve wind turbine
performance?

How can turbulence parameterization in
numerical regional weather models for
entire coastal regions like the southern
North Sea be improved?

completed
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RAVE - Offshore-WMEP * What energy yield can be achieved and | completed
Fraunhofer IWES what does offshore wind energy cost?
= What is the effect of specific offshore
Monitoring of the offshore wind energy condlqons on equipment and on.the
deployment in Germany with focus on oper'auon and performance ofwmd
) S . turbines and what are the main
energy production, availability, service differences to onshore systems?
concepts, external conditions etc. = What are the fluctuations of feed-in
caused by the variation of wind speeds
and how is availability affected by
extreme wind conditions?
= What are the advantages and/or
disadvantages of different system
concepts, different concepts of
installation, maintenance strategies, and
different grid-connection concepts?
RAVE - UFO = Measurement and analysis of ongoing
fk-wind - Institute for Wind Energy at climatological environmental parameter
the University of Bremerhaven and their influence on components of
wind energy turbines.
Measurement and analysis of = Detection of salt de.posit, humidity,
- - . temperature and microorganisms.
climatological environmental parameter
and their influence on components of
wind energy turbines.
RAVE - TUFFO = Investigates the impact of turbulent ongoing
Karlsruhe Institute of Technology (KIT) moisture fluxes on the turbulence in the
marine boundary layer.
Investigation of the impact of turbulent Due to the presence of the sea surface,
. . these fluxes tend to destabilize the
moisture fluxes on the turbulence in the . . . .
) atmospheric stratification and to increase
marine boundary layer. the turbulence intensity.
Grid Integration
RAVE - Grid Integration *  Which wind power forecast models are | completed

Fraunhofer IWES

Development of strategies and tools for
the effective integration of offshore
wind power into the electricity supply
system

needed for offshore wind farms?

Which numerical weather prediction
models will be used to achieve the best
wind power forecasts?

How can offshore wind farms be operated
almost as conventional power plants?
How to model fluctuating wind power?
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Environment
RAVE — Ecology Will marine mammals and passage ongoing
BSH — Federal Maritime and migrant birds continue using the wind
Hydrographic Agency farm area as hab.ltat? ' '
What impacts will noisy construction
. . work and the operational phase have on
Research on the impact of offshore wind .
] ] marine mammals and fish?
parks on marine environment and What changes in the habitats of benthic
evaluation of BSH’s Standard for organisms and fish species are to be
Environmental Impact Assessments expected close to the foundations? How
far does the influence of the artificial hard
substrate extend?
How do migratory birds react to the
rotating, lighted turbines? Will there be
collisions and evasive movements?
RAVE - Operational Noise How loud are single 5 MW offshore wind | completed
Flensburg University of Applied energy converters in the water?
Sciences What amount of underwater noise does
the alpha ventus wind farm produce?
. How do weather and tide conditions
Assessment of the operational . . .
R influence underwater noise production
underwater sound immission of and propagation?
offshore wind turbines under varying What is the shape of the transfer-function
boundary conditions between tower vibration and underwater
noise?
RAVE - Hydro Sound Concept design and development of a completed

ForWind — Leibniz Universitit
Hannover

Evaluation of sound reduction measures
to minimize impacts on the marine
environment

layered bubble curtain close to the
foundation of an offshore wind turbine of
type AREVA Wind M5000

Testing and subsequent evaluation of the
operation of the layered bubble curtain
under offshore conditions and meeting
the requirements of pile driving
procedures, which are necessary to install
the foundations

Assessment of the tide’s influence on the
noise mitigation efficiency of the bubble
curtain

Investigation of the influence of the ram
energy level on the noise mitigation
efficiency of the bubble curtain
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RAVE — Sonar Transponder Which mounting position is most suitable | completed
ForWind — Leibniz Universitit for the sonar transponder? To answer this
Hannover questiog, the topology of bo.th the
foundation and the whole wind park has
. to be taken into account.
Investigation of sonar transponders for .
fish d £ i . How can hydro-sound propagation of the
OLIShore wind farms as acogstlc warhing far field be calculated taking into
systems to submarines and integration consideration the topology of the
into an overall technical concept foundation, water depth, bathymetry, and
entry of air bubbles?
What diffraction and interference effects
are possible when one or more
transponders are activated?
How can the impact on marine mammals
be minimized?
RAVE — Acceptance How distinct is the acceptance of offshore | ongoing
Martin Luther University wind power, and what factors influence
Halle-Wittenberg this? ]
What effects do offshore wind farms have
. on tourism and the local economy?
Assessment of the social acceptance of
ffh nd lization b What measures can be employed to solve
olishore wind energy }1t1 1zation by or avoid conflicts between residents,
residents and tourists in four coastal operators, and public authorities?
regions on the North and Baltic Sea
RAVE — Geology / Oceanography Determination of scour depths and ongoing

BSH — Federal Maritime and
Hydrographic Agency

Analyzing impacts of offshore wind
farms to the marine environment

scouring dynamics

Influence of offshore wind turbines on
the overall sediment dynamics at an
offshore wind farm

Characterization of impacts of sediment
dynamical processes on geotechnical
properties and benthic organisms of the
upper seabed

Continuous oceanographic observations
Provision of oceanographic measurement
data for all RAVE-projects

Analysis of interactions between offshore
structures and the marine environment
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Cross-sectional projects

RAVE - alpha ventus * Planning, construction and operation of a | completed
alpha ventus consortium DOTI operator 60 MW pilot offshore wind farm for test
of alpha ventus and research purposes
RAVE — Coordination I * Organizational coordination completed
Fraunhofer IWES =  Scientific coordination

» Conceptual design of measurements and
Organizing research collaboration instrumentation with RAVE partners

= Representation of the RAVE-initiative

=  RAVE related PR activities
RAVE — Coordination IT * Organizational coordination ongoing
Fraunhofer IWES = Scientific coordination

= Development of measurement concept
Continuation of the research with researqh partners L.

llaboration = Representation of the RAVE-initiative
o =  RAVE related PR activities and
dissemination of research results

RAVE — Measurement Service = Technical coordination of RAVE ongoing

Project

BSH — Federal Maritime and
Hydrographic Agency

Technical coordination of RAVE
research measurements

research measurements

Implementation of measurement concept
Installation and technical realization of
measurements

Operation, maintenance and inspection of
gauges

Logistics
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Appendix
For further information on RAVE and all individual research projects, visit:

www.rave-offshore.de

For presentations of research results at the RAVE International Conference 2012, visit:

www.rave2012.de

RAVE is funded on the
base of an act of the
German Parliament by

supervised by

and coordinated by
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Abstract - The search, for a better productivity in wind energy generation, pushed towards offshore
sites with very good wind conditions, so to reach high sea depth. These sites, so said “intermediate
waters”, fall in the -30 m -50 m depth range, which appears as an extreme limit for economical
acceptance of substructures fixed to the sea bed. The range of “deep waters” could be up to 75/100 m
(or more). The study has been concentrated on a complex system made by wind turbine-foundation -
approximately for a 3 MW wind generator- and two different substructure configuration, a monopile
supporting structure and a three/four legged jacket as used in the platforms for oil/gas extraction. The
preliminary design analysis is based on site data typical of the Adriatic Sea in order to identify, the
general dimensions and weight in compliance with some essential technical specifications. Particular
attention has to be paid to compare the stress response of the two type of substructure, the monopile
and the jacket.

1. Some introductive considerations

An important engineering challenge of today, and a vital one for the future, should be the
development of any alternative sources of energy in respect of plants using fuel from Carbon
cycle. This is a firm priority either in the UE or especially in Italy setting a target electricity
from renewable sources by 2020.

A central component to this commitment will be to harvest electrical power from industrial
sector with vast energy reserves as the offshore plants particularly through wind turbines.
Much technology transfer can be gained from onshore experience, which supplies a lot of
‘green energy’ to the population, but in condition to provoke some objections on aesthetic and
visual grounds. By locating the turbines offshore it has been also possible to install larger
wind farms than those onshore, as happens in many Northern European countries.

It should be advantageously evident that, by moving offshore, larger structures can be
installed allowing a much greater power output. It should be noted that offshore winds are not
necessarily stronger, but are usually more consistent and with intensity less dissipated by
liquid surface of the sea. There are also large tracts of seabed that are not used for other
purposes (except temporarily for fishing) and may be suitable for hosting wind farms.

If the on shore wind turbines are too much invasive for the landscape, those offshore can
reduce the visual pollution by moving them far from the coast. The distance and the
orientation play a great role on the acceptance by population, displacing too the site towards
sea zones not located in front of crowded coasts.

There is significant pressure, however, to put wind turbines offshore, where they will be out
of sight, as explained conveniently by the data form the Tables 1 and 2, which consider in
effect only offshore plants. For each site is indicated the type of foundation and the main
characteristics of them.
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Table 1: Wind farms equipped by different supporting structures.

Structural
configura
tion

Arklow (Ireland); Barrow (UK); Blyth (UK);
DanTysk (DE); Egmond aan Zee (NL); Greater

Use

Gabbard (UK); Gunfleet Sands (UK); Horns Rev Shallow to

Monopile

1&2 (DK); Kentish Flats (UK); Lely (NL);
London Array (UK); Lynn & Inner Dowsing
(UK); North Hoyle (UK); Rhyl Flats (UK);

Robin Rigg (UK); Scroby Sands (UK);

Utgrunden (SE);

Alpha Ventus (Repower, 6 turbines), DE;

Jacket Beatrice Windfarm (Moray Firth), UK; Ormonde
(UK); EnBW Baltic 2 (41 turbines over 80), DE;

Alpha Ventus (Multibrid turbines), DE; Bard

Tripod o frhore 1, DE;

Gravit Ayos Kemi (FI); Lillgrund (SE); Middelgrunden
y (DK); Nysted (DK); Thornton Bank Phase 1

base (BE); Tuno Knob (DK); Vindeby (DK);

Floating/

submerged Hywind (Norway); Tricase (IT

structures

Source: Wind Energy with integration
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medium
waters
depths

Medium to
deep water

depths

Medium to
deep water

depths

Shallow to
medium
water
depths

Very deep
water
depths

Notes

a. Made from steel tube,
typically 4-6-8 m in
diameter;

b. Installed using driving
and/or drilling method;

c. Transition piece grouted
onto top of pile;

a. Made from steel tubes
welded together, typically
0.5-1.5 m in diameter;

b. Anchored by driven or
drilled piles, typically 0.8-
1.2 m in diameter;

a. Made from steel tubes
welded together, typically
1.0-5.0 m in diameter;

b. Transition piece
incorporated onto centre
column;

¢. Anchored by driven or
drilled piles, typically 0.8-
2.5 m in diameter;

a. Made from steel or
concrete;
b. Relies on weight
of structure to resist
overturning, extra
weight can be added
in the form of
ballast in the base;
¢. Seabed may need
some careful
preparation;
d. Susceptible to
scour and
undermining due to
size;

a. Still under development;
b. Relies on buoyancy of
structure to resist
overturning;

¢. Motion of floating
structure could add further
dynamic loads to structure;
d. Not affected by seabed
conditions.
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Table 2: Overview of available offshore wind turbines. Source: EWEA 2009 with integrations.

Power Output Manufacturer Concept Rotor diameter
[MW] [m]
BARD 5.0 5 Bard engineering Variable speed 122
(Gearbox)
Multibrid 5 Areva Variable speed 1d. 116
Repower 5/6 Repower Variable speed 1d. 126
Siemens SWT 3,6 Siemens Variable speed 1d. 107/120
Vestas 3 Vestas Variable speed 1d. 90/112
Nordex N90 2,5 Nordex Variable speed 1d. 80
GE 3.6 3,6 General Electrics | Variable speed Id. 111
GE 4.0 4 GE (Scanwind) Direct Drive 110
(no gearbox)
Darwind 5 XEMC Direct Drive 115
(no gearbox)

2. Wind condition suitable areas for offshore wind farm

A clear understanding of the load-transfer mechanisms, from turbine to foundation and from it
to the soil, leads to increased confidence in the overall design. As comes from the structural
chain the foundation has to sustain all loads that may be applied, particularly during normal
and extreme environmental conditions. If so does not happen, the principal consequence could
occur should be the financial loss. It will be a very negative result for an offshore plant, if the
structure fails (unlike other offshore applications where loss of life is the primary concern,
because fortunately no people remain onboard of turbine during the operation).

Essential for wind farm is a certain number of factors, affecting in a positive sense the
selection of site, as main quantities of site (maximum wind speed, wave heights, currents, soil
properties, etc.), distance from coast and urban centres, sufficiently favourable bathymetric
lines, limits going from peripheral areas around the site, biocenotic parameters affecting the
sea bed, general environmental conditions due to alieutic and bird life characteristic in the
zone interested by plant, good logistic infrastructures as roads, railways net, motorways,
airports for transportation, efficient and ample harbours and protective havens, etc.
Combining these information with those from bathymetry — depth of seabed must be not
major than 30-40 m — available areas reduce further on; in fact areas in the Otranto channel
and in the Sicily strait must be excluded. Exclusion of the Sicily strait is due also to reasons of
sea biology. Considering areas in the Adriatic Sea just above selected, at a distance from the
coast not lower than 3 miles and a depth of the seabed lower than 50 m, it’s reasonable to
consider the seabed having a ripple shape.

Each site, however, may require different engineering strategies, depending on the soil
conditions, such as sand density and depth to the clay stratum, as well as the strength of the
underlying clay.
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The following sections will discuss some structural and foundation systems that might be
employed for offshore wind turbines in intermediate waters. They may not be suitable for
every site, but the development and testing of competing strategies will help to drive down the
cost.

3. Wind Farms suitable for offshore sites

A negative aspect for offshore turbine could arrive from the environmental (wind and wave)
loadings. They are particularly significant on the massive bodies, leading to greater forces in
the large structure than those that would occur onshore.

To support the wind turbine and to ensure a sufficient connection with the ground a specific
structure, i.e. the foundation (Figure 1), has to be envisaged also for transferring the forces
from the wind converter and all aerial components (like tower and outside sea foundation) to
the surrounding soil. This is a critical part of the design of a wind-turbine structure.

Gravity base Monopile Tripod Jacket

Tripile Floating Spar buoy Floating Semi-submersible

Figure 1: Available substructure concepts for offshore wind turbines
(source: www.offshorewind.de and EWEA, 2009).
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4. Applicable foundation depending on water depth

Required performance of the foundation is depending on the wind turbine power (vertical
loads, horizontal loads, max. deflection, dynamic constraints) as the seabed depth.
Following the indications from the Table 1 the identification of the type of foundation

versus water depth are:

e Shallow water: monopole (Figure 1);

¢ Intermediate water: jackets or tripod (Figure 1);

e High water: floating structure (Figure 1).
The range of water depths where the monopile and jackets can be compared is between 25
and 30 m.
This paper presents the comparison between monopile and jacket in 30 m water depth. The
installation site is supposed to be in Southern Adriatic Sea, where the seabed is made of soft
sand on the top, with layers of silt and clay. The considered site environmental and soil
condition have been derived by the data relevant to a number of gas production platforms
installed in the vicinity.

Figure 2: Italy wind map (Interactive wind atlas, CESI-Univ. di GE).
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a) b)
Figure 3: Turbine monopile substructure in english windfarms: Arklow Bank (a) and Burbo Bank (b).

The wave and current data are below reported:

e Operating condition:
Wave height =10.3 m
Wave Period = 9.7 sec.
current profiles through water depth for 1-year return period:
Elevation from midline = 0.0 m Current speed = 0.86 m/s
Elevation from midline = surface Current speed = 0.41 m/s

e Storm condition:

Wave height = 10.3 m

Wave Period = 9.7 sec.

current profiles through water depth for 100-years return period:
Elevation from midline = 0.0 m Current speed = 0.81 m/s
Elevation from midline = surface Current speed = 0.51 m/s

Considering these data for sea conditions we try to compare the structural behaviour of
monopole with that of jacket.
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5. Loading conditions

The loads are determined by wind pressure on all the aerial components (nacelle, tower and
the part of substructure over the sea level) and wave loads under it. All of them are obviously
cyclic in nature. The worst loading case is usually when the turbine is operating in moderate
winds while the sea is in an extreme state.

The combination of extreme sea and wind states is generally not critical, as the blades are
fluttered during extreme winds to reduce the blade load and therefore the probability of blade
damage.

Generally speaking the foundation substructure is subjected to a certain state due to maximum
vertical load, ¥, which depends by the turbine power. The maximum horizontal load, H, and
applied overturning moment, M, on the foundation would be substantial compared with the
vertical load. For a 5/6 MW turbine, the applied loading situation could be described as
follows H~ 4 MN (at the maximum) and M ~ 80/120 MN m (or equivalent to the horizontal
load being often applied 30 m above the base). In the case of a 3 MW the respective loads
could be of the order of 1.200 kN for horizontal actions and 3.500 kN for vertical direction
and 52.000 kNm for bending moment. The foundation must be designed to resist these loads
adequately.

Typically, the maximum operational wind load would be approximately 1 MN or something
more, as previously noted. This would be applied at the hub (say 90/100 m above the sea
floor) and would be relatively constant over a long time period. The current and wave loads
might be ca. 1 MN. These are applied at a much lower level, depending on the depth of water
(say 10 m) and cycle at periods of ca. 10 s, considerably faster than the wind loads. This
combination of loads translates to a resultant horizontal load of 2 MN with a resultant
moment of 100 MN m. This is an unusual loading case as the ratio of moment to horizontal
load is fluctuating rapidly with time, rather than remaining constant as would be more typical
in offshore design. Furthermore, the wave direction may not be coincident with the prevailing
wind direction. Therefore, the loads (moment and horizontal) acting on the foundation may
not be coincident. Note that the wind force contributes ca. 25% of the horizontal load but ca.
75% of the overturning moment, because it is applied at such a high level.

6. Monopile substructure

The monopile is a large diameter steel pile with open end embedded in the sea bed (Figure 4).
This is the simplest structure that can be used for supporting the wind turbine and is therefore
the preferred one in shallow water.

For increasing water depths the performance of the monopile significantly decreases also
because the required pile size is more dictated by dynamic consideration than by strength
requirement. The largest installed monopiles reach up to 6 m diameter and 150 mm wall
thickness

The monopiles have been extensively adopted in water depth up to 20-25 m. More than 70%
of the world’s offshore wind turbines are supported by monopoles (as explained in Table 1).
For higher water depths the need of avoiding too high natural period requires heavy and large
piles making this substructure configuration less attractive.

Depending on soil condition, monopiles can be installed by driving with conventional
hammers or with vibratory hammers, or, in case of rock, lowered in a predrilled hole and
grouted.
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a) b)

Figure 4: Scheme of the monopile in the overall representation (a) and its upperst member (b).

To actually support the wind turbine column it is necessary installing on top of the monopile a
transition piece (Figure 5). The transition piece includes a suitable working platform and can
be adjusted in order to recover the out of level of the monopile head.
The characteristics and the performance of a monopile supporting a 3 MW turbine in 30 m
water depth are briefly summarized below.

Monopile characteristics

e Lower section diameter x wall thickness [mm]: 6000 x 80
e  Upper section diameter x wall thickness [mm]: 4500 x 80
e Estimated weight [ton]: 500

[ ]

Overall wave and current load (see Table 3).

a) b)
Figure 5: Transition piece in a functional representation (a) and during installation (b).
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Table 3: Wind and wave actions.

LOAD CASE CENTER REPORT ****xkokkkkkxx

RELATIVE TO STRUCTURAL ORIGIN

L,OAD LOAD Xkkkkkkxk ¥ — DIRECTTION *****% k%% Xkkkkxkk* Y — DIRECTTION ***%* %% %* Xkkkkkkxk 7 _ DIRECTION *****% k%%
CASE LABEL FORCE X Y Z FORCE X Y Z FORCE X Y Z
(KN) (M) (M) (M) (KN) (M) (M) (M) (KN) (M) (M) (M)
9 WINX 53.41 0.00 0.00 15.48 COUPLE 0.00 0.00 0.05 0.00
10 WINY COUPLE 0.00 0.00 0.02 53.41 0.00 0.00 15.48 0.00
11 WOPA 1895.02 0.00 0.00 -9.09 0.00 2403.58 0.00 0.00 -29.61
12 WOPB 1339.98 0.00 0.00 -9.09 1339.98 0.00 0.00 -9.09 2403.58 0.00 0.00 -29.61
13 WOPC 0.00 1895.02 0.00 0.00 -9.09 2403.58 0.00 0.00 -29.61
14 WSTA 2560.22 0.00 0.00 -8.09 0.00 2745.01 0.00 0.00 -25.09
15 WSTB 1810.35 0.00 0.00 -8.09 1810.35 0.00 0.00 -8.09 2745.01 0.00 0.00 -25.09
16 WSTC 0.00 2560.22 0.00 0.00 -8.09 2745.01 0.00 0.00 -25.09
17 OPJA 2748.43 0.00 0.00 -0.73 250.00 0.00 0.00 18.00 -596.42 0.00 0.00 209.88
18 OPJB 1766.59 0.00 0.00 -2.60 2120.09 0.00 0.00 0.84 -596.42 0.00 0.00 209.88
19 oOPrJcC -250.00 0.00 0.00 18.00 2748.43 0.00 0.00 -0.73 -596.42 0.00 0.00 209.88
20 STJA 3487.34 0.00 0.00 -1.24 250.00 0.00 0.00 18.00 -254.99 0.00 0.00 481.85
21 STJB 2288.93 0.00 0.00 -2.73 2642.43 0.00 0.00 0.04 -254.99 0.00 0.00 481.85
22 STJC -250.00 0.00 0.00 18.00 3487.34 0.00 0.00 -1.24 -254.99 0.00 0.00 481.85

. natural vibration mode:

MODE FREQ. (CPS) GEN. MASS EIGENVALUE PERIOD (SECS)
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JOINT LOAD
NUMBER CASE
0000 OPJA
OPJB
OPrJC
STJA
STJB
STJC

Table 4. Displacements and rotations at interface with wind turbine column.

SACS-IV SYSTEM

Khkkkhkkxkkhkrxxkkkkx CENTIMETERS *****xkxkkhxxkkhrx

DEFL (X)

13.

8.
-1.
16.
10.

1

4579086
3486910
8853749
7134418
6542339

.9277980

DEFL (Y)

15.
20.

18.
23.

.8402334

7133245
5626049

.8833305

1470528
9942646

DEFL (Z)

-0.
-0.
-0.
-0.
-0.
-0.

0559689
0559689
0559689
0507187
0507187
0507187
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JOINT DEFLECTIONS AND ROTATIONS

*hkrxhkkkhkkhkrkkkkhkkkkxk

-0.
-0.
-0.
-0.
-0.
-0.

ROT (X)

0005011
0047696
0062724
0005077
0052860
0070010

RADIANS ***xxkkhhrxkxkkhhxxxk

ROT (Y)

0.0035153
0.0021519
-0.0005080
0.0042176
0.0026487
-0.0005145

o (@) o o o (@)

ROT (Z)

.0017688
.0017688
.0017688
.0017688
.0017688
.0017688
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7. Jacket foundation

The jacket (Figures 6-7) is the typical type of structure used in the Oil industry for supporting
the offshore drilling and production facilities. It is a very efficient structure since combines a
high strength without attracting high wave and current loads due to its transparency.

The jacket concept is therefore adopted also for supporting wind turbines in water depths
where the monopile results not suitable. The jacket can be made by three or four tubular legs
and is secured to the soil by open end driven steel piles.

Figure 6: Alpha Ventus German wind farm
(the last two lines consist of 6 Repower on braced substructure).

a) b) ©)

Figure 7: Installation of rotor (a), sequence of braced sabstructures (b) and
during an inspection (c) at Ormonde wind farm
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In the standard installation process the piles are driven through the jacket legs (main piles) or
through suitable sleeves (skirt piles) and therefore are installed after the jacket. In offshore
wind farm, where the structure to be installed are numerous up to handreds, the post-piling
technique is no more convenient. It is actually advisable (and this is what happens) pre-
installing all the piles and provide the jacket with suitable pins protruding from jacket bottom
frame. Once the piles are in position the jackets can be lowered and stabbed onto the piles.
The connection between piles and jacket can be done by grouting or by alternative technique
like swaging or other quick coupling technique.

The overall advantage of jacket concept is well suited to large site with varying conditions:
-accommodating to varying soil condition by different pile penetration to evaluate the

-insufficient resistance of subground soil;

-increased foot print around the foundation pile;

-little sensitivity to large wave;

-limited dynamic amplification of loads to high stiffness to be introduced in the structure;
-cover large variation in water depth by cantilevering pipes with use the same jacket;
modifying geometry, base dimensions, etc.

The structural design allows deriving the best performance by

-simple geometry and standard members for easy production;

-little sensitivity to scour and sand wave;

-little sensitivity to fatigue by proper design of tubular joints and tower/jacket junction.

The characteristics and the performance of a jacket supporting a 3MW turbine in 30 m water
depth are briefly summarized below.

e Bottom dimension [m]: 15.5x15.5
e Top elevation [m]: 43x43

e Estimated weight: 350t

e Overall wave and current load (see Table 5):
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Table 5: Wave and current load

Fxxkkokkokkkkxx SEASTATE LOAD CASE CENTER REPORT **** %%k kkkokkok

RELATIVE TO STRUCTURAL ORIGIN

LOAD LOAD Khkkkxxx* ¥ — DIRECTION * %% %% %% ** Kokk kXXX KK Y — DIRECTION ** %% % % %% Kkkkkxxx* 7 - DIRECTION **%%% %% **
CASE LABEL FORCE X Y Z FORCE X Y Z FORCE X Y Z
(KN) (M) (M) (M) (KN) (M) (M) (M) (KN) (M) (M) (M)
10 WINX 78.86 0.13 0.00 12.40 COUPLE 0.00 0.00 0.00 COUPLE 0.00 0.00 0.00
11 WINY COUPLE 0.00 0.00 0.00 78.89 0.13 0.00 12.41 COUPLE 0.00 0.00 0.00
12 WOPA 2436.88 0.76 0.00 -6.76 COUPLE 0.00 0.00 0.00 -1520.45 -0.80 0.00 2.91
13 WOPB 1715.03 0.43 0.05 -6.84 1716.77 0.49 0.01 -6.82 -1437.82 -0.61 -0.66 3.35
14 WOPC COUPLE 0.00 0.00 0.00 2471.14 0.47 0.00 -6.91 -1482.07 0.19 -0.96 3.26
15 WSTA 3704.61 0.61 0.00 -6.99 COUPLE 0.00 0.00 0.00 -1444.81 -1.36 0.00 2.63
16 WSTB 2568.12 0.50 0.17 -6.83 2569.10 0.58 0.10 -6.81 -1459.90 -0.78 -0.99 2.59
17 WSTC COUPLE 0.00 0.00 0.00 3682.52 0.42 0.18 -7.01 -1487.03 0.26 -1.46 2.56
18 OPJA 3315.74 0.56 0.00 -0.33 249.95 0.00 -0.60 18.01 -4910.37 -0.25 0.01 9.96
19 OPJB 2159.63 0.35 0.04 -1.87 2514.90 0.34 0.01 0.94 -4827.76 -0.18 -0.19 10.21
20 OPJC -249.98 0.34 -0.12 18.00 3350.03 0.35 0.00 -0.51 -4872.07 0.06 -0.28 10.12
21 STJA 4692.31 0.49 0.00 -1.95 249.95 0.00 -0.65 18.01 -4834.61 -0.41 0.01 9.99
22 STJB 3089.46 0.42 0.14 -2.88 3443.98 0.44 0.08 -0.73 -4849.75 -0.24 -0.29 9.95
23 STJC -249.80 0.82 -0.15 18.01 4670.27 0.34 0.15 -1.95 -4877.02 0.08 -0.44 9.90
3 natural vibration mode:
MODE FREQ. (CPS) GEN. MASS EIGENVALUE PERIOD (SECS)
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JOINT
NUMBER
0000

LOAD
CASE
OPJA
OPJB
OPrPJC
STJA
STJB
STJC

Table 6: Displacements at interface with wind turbine column.

SACS-IV SYSTEM

JOINT DEFLECTIONS AND ROTATIONS

Khkkkhkkxkkhkrkxxkkkkx CENTIMETERS ****x*xkxkkhxkxkkhrx

DEFL (X)

3.

2

-0.
5.
3.

-0.

7953069

.4803462

4798325
2686253
5766344
4980296

DEFL (Y)

o A O N~ W O

.4741629
.6397674
.6653228
.4971353
.7162137
.0989008

DEFL (Z)

-0.
-0.
-0.
-0.
-0.
-0.

4230556
4174730
4320154
4303799
4253824
4432429

KKk hkxkkhkrkxxkkhhrxx RADIANS * ¥ Fxdhhxkkhhrxkkhrx
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-0.
-0.
-0.
-0.
-0.
-0.

ROT (X)

0001790
0072780
0101138
0001815
0072036
0099965

0.
0.
-0.
0.
0.
-0.

ROT (Y)

0022588
0015114
0001794
0020937
0014313
0001794

o O o o o o

ROT (Z)

.0005751
.0006964
.0007723
.0005867
.0007816
.0008925



OWEMES 2012

8. Conclusive remarks on structural aspects

Due to both installation and maintenance costs, the installation of offshore wind farms in
“deep waters” is not always economically acceptable. A specific area in the southern Adriatic
Sea has been considered for the installation of a wind farm. The study has been concentrated
on a complex system made by metallic foundation-wind turbine, but the monopile
substructure doesn’t offer a good solution for the problem of supporting turbine.

Comparing the data from Tables 4 and 6 the displacements of monopile are larger than those
of jacket. Along the axis X the displacement for monopole is 3 times of that for jacket (16, 7
cm against 5.2 cm). For the axis Y the discrepancy is increased to 6 times approximately (23,
9 cm and 4.6 cm). Instead on the axis Z is the contrary, 0.055 cm for monopile and 0.44 cm
for jacket. Similar response is evident for the regime of the rotations.

This means that the monopile is considerably more elastic than the jacket.

Another property has to be added to those already discussed before. A well-known and proven
versatile offshore structure can be adapted to mass fabrication and installation in offshore
wind:

« at deeper water, jacket foundations will be competitive;

* jacket foundations adapts well to large sites with different soil conditions and water depths;

« standardised production of jacket sections and transition piece is required;

* mass production of identical tubular joints for K-joint and X-joint connections;

* cost per kilo for the jacket is the key to success.
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Abstract — Several obstacles and challenges are present in the construction and development of
offshore wind farms. Two important issues of concern are the atmospheric and oceanic conditions that
difficult the access to those wind parks. A window of opportunity is a timeframe when weather and sea
conditions are acceptable for certain work task in the development, construction and
operation/maintenance of the offshore wind park. This study identifies typical time-size periods of
windows of opportunity to access three offshore Portuguese maritime regions. The accessibility
conditions also take into account the system type transportation method for local access, namely,
rubber boat, boat with OAS or helicopter.

1. Introduction

In recent years there has been a growing awareness and environmental education in society. In
fact, the concerns regarding the environment, particularly climate change have been very
present in people lives. The most relevant evidence was the Kyoto Protocol (1997) or more
recently the Copenhagen Summit (2009) on which were appointed and settled
political/economic issues for the environmental benefit of the European Union. The evidence
that endogenous production of energy (renewable) reduces the external dependence of
imported fuels has significantly grown in society, particularly during the most recent years
when the wind energy production has featured an expressive increase [1].

Currently, one of the most promising wind development areas in Portugal are the offshore wind
parks [2]. However, there are several obstacles and challenges for the deployment of these wind
farms. The “expertise” transition from land to the marine environment will need to deal with a
harsher environment for operations, higher costs and also with the accessing impact for visiting
the wind farm according to the weather and oceanic patterns.

The construction and maintenance operations should only be conducted in safe weather
conditions: dependent on the wind speed, sea swell and visibility [3]. This dependence should
not be neglected since a low profitability of the wind farm can occur when the strategy to
manage the wind farm for repairing or installing materials is not appropriate.

The availability of a wind farm, defined as the percentage of time when there are technical
conditions for the production of electricity, is a function of the accessibility to the wind park [4].
Figure 1 shows the relation between the availability of the wind park and its accessibility
conditions. An increase of the distance to shore implies a decrease of the availability due to
lower accessibility conditions to the wind farm [5].
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Figure 1: Graphical representation of the availability of a wind farm as a function of
the accessibility by boat (adapted from [5]).

2. Methodology
2.1. Data

Three cases studies for Continental Portugal were chosen to illustrate the developed
methodology. Figure 2 depicts each of the three sites and Table 1 their respective coordinates.

Figure 2: Graphical representation of the three case studies around the western coastal regions
of Continental Portugal.
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Table 1: Site locations for the cases studies.

Polar Coordinates

Distance to
Site the coast Depth (m) | Longitude Latitude

(km)
1 2 30 -8.9° 41.8°
2 9 38 -8.8° 41.2°
3 5 38 9.4° 39.2°

The oceanic and atmospheric data used in this study was generated and supplied by the Danish
company ConWxApS. This company is dedicated to the prediction of weather and sea
conditions using numerical models (IRIE and WaveWatch III v.3.14) [6]. Simulated hourly
data was provided for the three sites (table 1), covering an almost uninterruptable period of 10
years, ranging from 03 January 2000 to 31 December 2009. The wave data covers the period
between 03January 2000 and 03 January 2009. The simulated parameters available were:

Significant wave height
Waves period

Waves direction

Wind speed at 10 meters
Wind speed at 100 meters
Wind direction

The simulated wind data was compared with the Offshore Wind Atlas developed by LNEG [7]
while the wave data was compared with the Portuguese Wave Atlas— ONDATLAS [8]. On both
cases there’s an underestimation of the data provided by the ConWxApS company.

Table 2 and 3 show the correction factors used on both cases.

Table 2: Average wind speeds obtained with both models and the correction factor.

Wind speed at 100 meters (m/s)

Site IRIE Model Offshore Wind Correction
Atlas Factor
1 5.73 7.68 1.34
2 6.43 7.39 1.15
3 6.51 7.53 1.16

Table 3: Significant wave height obtained with both models and the correction factor.

Significant wave height (m)
Site | WaveWatch Il | ONDATLAS | Comection
Factors
1 1.16 2.01 1.73
2 1.24 2.00 1.61
3 1.35 2.13 1.58
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Statistical methods are commonly presented in literature as the best tools for analyzing the
behavior of wind and waves via their probabilistic behavior, using a probability distribution
function. The best distribution function to describe wind speed [9] and significant wave height
[10] is the Weibull distribution. The distribution of windows of opportunity can also be
represented by a Weibull distribution [11]. Equation (1) shows the Weibull distribution
function and equation (2) its cumulative form

ﬁ(ijk_l - exp —(i)k ,x20
S)=14\4 4 (1)

0,x<0

k
F(x)=1-exp (— %) (2)

The parameters 4 and & on equations (1) and (2) represent, respectively, the scale factor (same
unit than variable x) and the shape factor (non-dimensionless).

An exceedance probability P(x) can also be obtained or the length of the windows of
opportunity by applying the following equation:

P(x)=1-F(x) (3)
2.2 Windows of opportunity determination

As mentioned above due to adverse weather conditions an offshore wind farm may be
inaccessible during a certain period of time or even if the accessibility is guaranteed its length
may not allow performing specific tasks. However the accessibility in the wind park does not
only depend on the weather and sea conditions, but also on the type of access system [12].
Typically the access to wind turbines in an offshore wind farm can be accomplished through a
simple rubber boat. Although, sometimes the use of a helicopter or boats prepared with offshore
access system (OAS) is necessary. The access system types are also dependent on
meteorological and oceanic conditions which are presented in Table 4 [13].

Table 4: Limit values for visiting offshore wind farms by access system type.

Maximum . .
. Maximum wind
Access system significant wave speed (m/s)
height (m) P
Rubber boat 1.5 10.0
Boat with OAS 2.5 12.0
Helicopter - 20.0

It is also important to mention that the main activities concerned with the construction/
maintenance/operating of the wind parks have a security criteria based on wind speed. Table 5
shows the maximum wind speeds allowed for the most frequent work tasks performed in
offshore wind farms [11, 14].
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Table 5: Limit values for task performance.

Maximum wind Task
speed (m/s)
5.0 Climbing met masts
7.0 Inspection of the tower and blades
12.0 Climbing to the rotor
17.0 Working inside the nacelle

In this work, the determination of the windows of opportunity starts by defining a maximum
wind speed Vmax and a maximum significant wave height Hspax according to the values
presented in tables IV and V. If the wind speed and the significant wave height at a certain time
are bellowVmax and Hspmax then there is a window of opportunity. Otherwise, the weather
conditions are adverse, not allowing the access to the offshore area. If the length of the window
of opportunity (Twindow of opportunity) 1S lower than the time required to perform a task (Tneeq) then
the task cannot be performed. In fact, the task shall only be performed when T\yindow of opportunity 1
greater or equal than Tpeq. Figure 3 depicts on a diagram the processes related to the
determination of an adequate window of opportunity for a specific task (table 5).

Wind speed data (V)
Significant wave height data [Hs)

VI‘HHX
Hsax
V{Vmﬂ V}Vma):
e efou
Hs<Hs ., Hs=Hs,,.,

ﬁ Window of opportunity H not allow the access into

the wind farm or perform
Twinduw off r.t|;l|:"r.lrt|.|ni1:\|r2 Tneed the task

|

allow perform the task

Twinduw off opportunity < TI'IEEﬂ

|

not allow perform the

task

Figure 3: Flow diagram to inspect a window of opportunity.

For the Portuguese coastal areas, and taking into account the wind and ocean variability in these
areas, the maximum values V.x and Hsp,y for each of the three regions under analysis can be
taken as Va=12m/s and Hsyax=2.5m for any season.

A simulation scenario is displayed if Figure 4, considering all July months from the 10 year data
period and transportation access by boat with OAS capacity. It shows the climatological wind
of opportunity for July where the abscissa represents hours from 00h UTC day 1. The green line
corresponds to the typical period of window of opportunity and the red one the waiting time
(periods where the weather or sea conditions don’t allow the access to the offshore wind farm).
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Figure 4: Mean representation of windows of opportunity for the month of July
(10 years of simulated data). The three study areas are considered.

3. Results

For each of the three study sites, a climatological scenario was produced for the average spring,
summer, autumn and winter seasons. Since, in Portugal, the Windfloat prototype — a newer
offshore technology for fluctuating turbines is now installed around site nr. 2 for test site
performance, the results hereafter will only be summarized for this site.

The graph presented in figure 5 shows the average accessibility (%) for site 2 throughout the
period under analysis by access system type.

In table 6 the representative statistics are included.

Accessibility (%)

Mar-May Jun-Aug Sep-Nov Dec-Feb

Period

Rubber boat M Boat with OAS M Helicopter

Figure 5: Average Accessibility throughout the analyzed period by method of access (Site 2).
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Table 6: Statistics of the windows of opportunity (Site 2).

Length of the windows of opportunity
Access system Hours Days
Average 49 2
Rubber boat Maximum 513 21
Minimum 1 0
Average 97 4
Boat with OAS Maximum 1047 44
Minimum 1 0
Average 467 19
Helicopter Maximum 4579 190
Minimum 1 0

The cumulative probability density function and the exceedance probability for the length of
the windows of opportunity are depicted in figures 6 to 8 according to each access system type.

(a) (b)

Figure 6: Graphs of (a) Cumulative probability and (b) Exceedance probability of the length of
the windows of opportunity using a rubber boat as an access system type (Site 2).

(a) (b)

Figure 7: Graphs of (a) Cumulative probability and (b) Exceedance probability of the length of
the windows of opportunity using a boat with OAS as an access system type (Site 2).
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(a) (b)

Figure 8: Graphs of (a) Cumulative probability and (b) Exceedance probability of the length of
the windows of opportunity using a helicopter as an access system type (Site 2).

The following tables distinguish the performance probability of the most important the
construction and maintenance tasks to perform in offshore wind farms.

Table 7: Performance probability of several tasks of construction and maintenance in
offshore wind farms, for a rubber boat as the access system (Site 2).

Condition
. Perform. proba. of
Task Vinax | HSmax Height (m) tasks (%)
L 10 29.4
Climbing met masts | 5.0 100 24
Tower and blade 70 10 39.4
inspection ) 15 100 33.5
Climbing to the 12.0 ' 10 45.2
rotor ) 100 44.9
Working inside the 17.0 10 46.1
nacelle ) 100 45.4

Table 8: Performance probability of several tasks of construction and maintenance
in offshore wind farms, for a boat with OAS as the access system (Site 2).

Condition
. Perform. proba. of
Task Vmax Hsmax Helght (m) tasks (%)

— 10 37.3
Climbing met masts 5.0 100 28.4
Tower and blade 70 10 S5
inspection ' 100 44.1
2.5 10 721

Climbing to the rotor | 12.0 100 69.1
Working inside the 17.0 10 (50
nacelle ) 100 72.5
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Table 9: Performance probability of several tasks of construction and maintenance in offshore wind
farms, for a helicopter as access system (Site 2).

Condition
Task Vimax | HSmax Height (m) Perf(grsl;(.sp(roz‘t))a. of
. 10 41.2
Climbing met masts 5.0 100 313
Tower and blade 70 10 60.8
inspection ) 100 49.7
. ) 10 92.9
Climbing to the rotor | 12.0 100 4.6
Working inside the 17.0 10 98.3
nacelle ’ 100 99.2

4. Conclusion

In the present study, a methodology to evaluate the length of the windows of opportunity for
visiting offshore wind parks in Portugal was accessed. Three sites were studied. In this article,
only the results from site ID 2 were analyzed due to the presence of theoffshore Windfloat
technology that was recently deployed near that site.

According to the simulated results, it was found that the most favorable periods for accessing
the site is the summer period with an availability between 80-90% when using boats with OAS
technology, while the lowest accessibility was found for the winter season with an average
~60% availability for the same boat technology.

When a helicopter is used, no seasonal variation is present and therefore the accessibility is
close to 100% throughout the year. The length of the windows of opportunity, when comparing
rubber boats with other assess system types, increases in about 23 days for boats with OAS and
in about 169 days for the helicopter case. As an example we can consider 100 hours as the
necessary length of the opportunity to access the offshore wind park.

From graphics 6, 7 and 8 we conclude that the exceedance probability is 16% for a rubber boat,
31% for a boat with OAS and 39% for the helicopter as the access system.

The results obtained for site 2 are very promising for accessing the offshore WindFloat
technology for site’s maintenance, testing and resistance purposes. For other sites, namely, site
ID 1 and site ID 3, the simulated results are very similar to the ones here illustrated although
these haven’t been described here.

Overall, Portugal appears to have promising conditions for offshore site maintenance strategies,
with acceptable sizes of the windows of opportunity which is an important factor in favor of the
offshore wind farm deployment on the western coastal regions.
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Siemens Wind Power offshore facts

More than 20 years of experience

Installed base: > 800 turbines with > 2.4 GW capacity

Sold more than 2000 WTGs (6.8 GW)

No. 1 in offshore wind power '

Our turbines from the first offshore wind power plant are still up and running

Unsurpassed reliability and performance: A proven 20+ year product lifetime
and 95% real availability

1. Megawatts commissioned, EWEA, January, 2012 187
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20 years of experience in offshore

World'‘s 1st World's 15t World's largest ~ World's largest ~ World's largest ~ World's largest
offshore offshore wind offshore wind offshore wind wind power offshore wind
wind power power plant w/ power plant in power plant in market entered power plant
plant MW turbines operation installation in China ever contracted
1991 2000 2003 2009-10 2011 2012
Vindeby Middelgrunden Nysted Greater Gabbard Rudong Intertidal  London Array

Leading market share and number one in offshore '

Our Industrialized offshore wind power (from 5 MW to 630 MW wind power plants)

performance

Market entry into the Asia Pacific region

188
1. Megawatts commissioned, EWEA, January, 2012
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Offshore presence worldwide
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SIEMENS
Market leader in offshore with > 2.4 GW installed*

Burbo Banks, UK
— 25 x SWT-3.6-107 (2007)

Vindeby, DK
— 11 x0.45 MW (1991)

Lynn/Inner Dowsing, UK

Middelgrunden, DK
— 54 x SWT-3.6-107 (2008)

— 20 x SWT-2.0-76 (2000)

Gunfleet Sands, UK

, DK
— 48 x SWT-3.6-107 (2009) Samsg

— 10 x SWT-2.3-82 (2002)

Rhyl Flats, UK

— 25 x SWT-3.6-107 (2009) Renland, DK

> 4 x SWT-2.3-93 (2002)

Pori, FIN

— 1 x SWT-2.3-101(2010) Redsand/Nysted, DK

5 72 x SWT-2.3-82 (2003)

EnBW Baltic I, DE :
— 21 x SWT-2.3-93 (2010) Frederikshavn, DK

— 1 x SWT-2.3-82 (2003)

Horns Rev Il, DK
— 91 x SWT-2.3-93 (2009)

Rudong Intertidal, CHN
— 21 x SWT-2.3-101

Radsand I, DK
— 90 x SWT-2.3-93 (2010)

Lillgrund, SE
— 48 x SWT-2.3-93 (2007)

Hywind, NO
— 1 x SWT-2.3-82 (2009)
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Many projects under installation and to come...

Greater Gabbard, UK

— 140 x SWT-3.6-107

Anholt, DK
— 111 x SWT-3.6-120

Sheringham Shoal, UK
— 88 x SWT-3.6-107

EnBW Baltic 2, DE
— 80 x SWT-3.6-120

London Array, UK
— 175 SWT-3.6-120

Borkum Riffgat, DE
— 30 x SWT-3.6-107

Walney, UK
— 51 x SWT-3.6-107
— 51 x SWT-3.6-120

DanTysk, DE
— 80 x SWT-3.6-120

Borkum Riffgrund 1+2, DE

Lincs, UK — 178 x SWT-3.6-120

— 75 x SWT-3.6-120
Meerwind Siid Ost, DE

Gwynt Y Mor, UK — 80 x SWT-3.6-120

— 160 x SWT-3.6-107
Amrumbank West, DE

West of Duddon Sands, UK — 80 x SWT-3.6-120

— 108 x SWT-3.6-120

Teesside, UK
— 27 x SWT-2.3-93
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The SWT-3.6-107 wind turbine is an experienced

offshore workhorse for rough site conditions

1. Power curve (revision 1) 2. June 2012

IEC Class:

Rotor diameter:

Blade length:

Swept area:

Hub height:

Power regulation:
Annual output at 8.5 m/s:
Blade weight:

Rotor weight:

Nacelle weight:

Tower weight (IEC IA):

Serial production:

Units ordered for offshore:

Units installed offshore:

IA

107 m

52 m

9,000 m?
site specific
pitch regulated, VS
14.2 GWh ")
15.9 tons
9251

136 t

Site specific
2006

621 2)

380 2)

SIEMENS



SWT-3.6-120: Swept area increased by 25.5% to SIEMENS
11,300 m?, compared to SWT-3.6-107

Technical data

IEC Class: IA

Rotor diameter: 120 m

Blade length: 58,5 m
Swept area: 11,300 m?
Hub height: Site specific
Annual output at 9 m/s 16,793 MWh
Rotor weight: 98 t

Nacelle weight: 142 t

Tower weight: Site specific
Prototype installed: 2009

Serial production: 2010

First installed offshore: 2011

Units ordered for offshore: 1021 units 1)
Units installed offshore: 54 units 1)

1. June 2012
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Offshore wind is in a steep development phase

- 37m 98 m 120-130m 180-240m
. . Utility and non-utility

Scandinavian European '.Jt'l'tytand, Eon-utlllty investors; Large
utilities utilities mvez:\z,lo uer?Spean international consortia

P and developers
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Offshore wind power projects: Now and tomorrow

Lillgrund Wind Farm Sheringham Shoal Wind Farm Dan Tysk Wind Farm

48 wind turbines (110MW)
Water depths: 4-13 m
Distance to shore: 6-9 km

88 wind turbines (316.8 MW)
Water depths: 14-23 m
Distance to shore: 23 km

80 wind turbines (288 MW)
Water depths: 23-31m
Distance to shore: 70 km

Avg. Wave height: 0.9 m = Avg. Wave height: 1.1 m = Avg. Wave height: 1.1 m
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Challenges in the offshore business

Optimize
technology
for larger
projects,
farther
offshore

Industrialize
logistics

REDUCE
LCOE

197

SIEMENS

Optimize
installation
technology
and secure

vessels

Apply
experience
gained to
new markets




SIEMENS

Learning from the past to ensure future success
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Effects of fully nonlinear irregular wave forcing on the
dynamic response of offshore wind turbine

E. Marino', C. Borri® and C. Lugni’

'CRIACIV ¢/o Dep. of Civil and Environmental Engineering, University of Florence, Via di
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Abstract — In this paper we present an extension of the capabilities of a numerical model recently developed by
the authors for the simulation of fully nonlinear waves and their interaction with offshore wind turbines. The
novelty of the present contribution lies in the extension of the above global model also to less severe
environmental conditions, permitting accounting for the effects of nonlinear hydrodynamics (from weakly to
fully nonlinear) for a wider range of environmental conditions.

The main facts that will be shown in the paper are: i) the presence of steep nonbreaking waves, significantly
influences the structural response; ii) breaking waves induced by nonlinear interactions may hit the turbine tower
causing impulsive loading contributions. For both cases much emphasis will be placed on the dangerous resonant
effect that higher-frequency loads induce on the structural response.

1. Introduction

The worldwide offshore wind energy sector is still not fully flourishing due to the significant
increase of cost caused by the substructure. Thus, when cost reduction, as well as structural
safety, becomes the core of modern design approaches, more accurate simulation tools, capable
of capturing the effects of complex environmental conditions on large multi-megawatt wind
turbines, are strongly required.

A novel numerical package capable of predicting the nonlinear loads acting on offshore
wind turbines exposed to severe sea states has been recently proposed in Marino (2011),
Marino et al. (2011a,b).

The model reproduces the structural response by coupling a fully nonlinear wave kinematic
solver with a hydro-aero-elastic simulator of the entire system. Due to the large number of
simulations required to set up a suitable probabilistic model for the design loads extrapolation,
the main goal of the proposed simulation scheme was the enhancement of the model accuracy
without penalizing the computational time. The computational efficiency is guaranteed by a
domain decomposition strategy such that the fully nonlinear numerical wave solver is invoked
only on special sub-domains where highly nonlinear waves, such as breaking waves, are
expected. The effects on the structural response of the impulsive wave loads associated with
plunging breakers (Wienke and Oumeraci, 2005) was the main concern.

The novelty of the present contribution is the extension of the above global model also to
less severe environmental conditions, when, at least according to the linear wave theory, no
breaking waves are detected. In particular, we will show that: i) the presence of steep
nonbreaking waves, generating from sea state n°6 (SS6) on, significantly influences the
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structural response; ii) breaking waves induced by the nonlinear waves interactions may occur
even if they are far to be predicted by the linear criterion.

With this improvement, the numerical package permits now accounting for the effects of
nonlinear hydrodynamics (from weakly to fully nonlinear cases) given a wider range of
environmental conditions. For the sea states classification we refer to Faltinsen (1990).

2. Model description

The global numerical framework is based on the coupling between the NREL open source
software FAST (Jonkman, 2005) for the hydro-aero-elastic simulation and the potential flow
models (linear and fully nonlinear) used to predict the wave loads acting on the turbine
substructure.

The simulation scheme starts with the definition of the environmental parameters - mean
wind speed, significant wave height and peak spectral period. An irregular sea is then
reproduced in the time domain through a linear spectral approach. A zero-crossing analysis of
the free surface elevation at the wind turbine location permits selecting only those waves
marked by a steepness higher than a fixed threshold value ka,;,. In correspondence of these
selected events, critical time instants ¢;, can be identified as follows

e (1)
ty, = tup (1) + > _ T'(h) + T(ip) /4
h=1

where t,, contains the up-crossing time instants, T is the vector collecting all the periods
contained in the free surface time series, whose elements are: 7' (h) = typ (h + 1) — ty (h), and
ip 1 the vector index corresponding to the wave steepness exceeding the threshold value. Each
of these time instants ¢;,, along with the spatial location of the wind turbine, defines the central
point of a time-space sub-domain

Q; = [xt + 5.%}] X [tbi — 51tbi7tbi + 52tbi] (2)

on which the fully nonlinear solver is called for a more refined simulation. In Eq.(2), z; denotes
the turbine location, dx, d1t,, and d»t;, the spatial and temporal radii of the i—th sub-domain,
respectively. Note that, while it is assumed a symmetric spatial sub-domain, unsymmetrical
radii are necessary for the temporal domain.

2.1 Fully nonlinear water wave problem

The two-dimensional problem governing the propagation of gravity waves is formulated
assuming the potential theory. For an inviscid fluid in irrotational flow, the potential function
¢ (t, p) describes the velocity field at the time instant ¢ in each point p belonging to the spatial
domain Q (¢), i.e. v (¢t,p) = Vo (¢, p).
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Ta(t)

Figure 1: Two-dimensional domain of the time-depending Laplace equation.

For incompressible fluid, mass conservation leads to the Laplace equation valid in the
whole field

V2 (p,t) =0 VpeQ(t) 3)

The two-dimensional domain €2 (¢) is bounded by four boundaries — inflow T';;, bottom Ty,
inflow I'jo, and free-surface I'f (t). See Figure 1.

A higher-order boundary element method (HOBEM) is used to discretize Laplace equation.
Eq.(3) is first transformed into a boundary integral equation, then discretized into a number of
quadratic boundary elements Brebbia (1998), Wrobel (2002). For more details about the
implementation of the HOBEM see Marino (2011).

For the time integration a 4™-order Runge-Kutta algorithm is implemented. The free
surface time-depending potential problem is solved by means of a 2-step mixed
Eulerian-Lagrangian scheme. We remark that, in the solving scheme, the analytic linear
solution plays a twofold role: it is used to initialize the solver by providing the free surface
elevation and the velocity potential on the free surface, it is used to provide Neumann boundary
conditions (involved in the Eulerian step) on the upstream and downstream boundaries during
the simulation.

2.2 On the transition between the linear and fully nonlinear models

The inflow sections and the free-surface regions close to them need particular care from the
theoretical and numerical point of view. In those regions, indeed, initial and boundary
conditions of the fully nonlinear solver come from the linear theory, resulting in a theoretical
inconsistency. Therefore, temporal and spatial ramp functions, as well as numerical damping
zones, are required to avoid numerical instabilities rising due to the transition from the linear
(Eulerian description) to nonlinear (Lagrangian description) solution and vice-versa
(Dommermuth, 2000). The reader may refer to Marino et al. (2012) for a comprehensive
description and validation of the adopted transition scheme.

After a sensitivity analysis carried out on several ramp shapes, it turned out that for both
temporal and spatial domains a cosine function assures satisfactory transitions. We indicate
with L,p,p1 and Ly, the portions of Q; = [x; & dz;] where the spatial ramp function applies,
and with T},,;,1 and 7.2 the intervals on Q, = [t,, — d1ts,, L, + 02tp,] Where the temporal ramp
is used. For the validation of the numerical solver, as well as for the calibration of the ramp

functions parameters used in the global domain decomposition strategy, we refer to Marino et al.
(2012).
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3. Baseline turbine model

The turbine model is the NREL “5-MW Reference Wind Turbine for Offshore System
Development” (Jonkman, 2009). A fixed-bottom monopile substructure is assumed to be
located in a 20 m water-depth site. Some gross parameters of the model are listed in Table 1.

Table 1: Selected parameters of the baseline wind turbine model.

Rating Power 5 MW
Hub Height 90 m
Rated Wind Speed 11.4 m/s
Rotor Mass 110t
Nacelle Mass 240t
Tower base and pile diameter 6m
Tower top diameter 3.87m
Pile length (and water depth) 20 m
Pile mass 190 t

4. Applications

Here we focus on the application of the proposed numerical scheme to analyze the effects of the
nonlinear hydrodynamics on the structural response by reproducing two sea states with
increasing severity. In particular, according to the sea states classification proposed in Faltinsen
(1990), we present results regarding SS6 and SS7. See Table 2.

Table 2: Parameters characterizing SS6 and SS7.

Sea state SS6 SS7
U 24 m/s 26.5 m/s
H; 5.0m 7.5m
Ty 1245 15s

SS6 is characterized by a mean wind speed U at the hub height around 24 m/s. Notice that
with this wind condition the turbine would be still in power production. On the contrary, during
the SS7 the turbine is parked. However, for the sake of simplicity, in this context we assume for
both cases a parked configuration.

Table 3 reports the parameters adopted to set up the sub-domains and the ramp functions.
Normally, these parameters are sea state-depending. However, for SS6 and SS7 a unique set of
parameters can be assumed assuring the same accuracy, see Marino et al. (2012) for
convergence study. In the table, A and 7 indicate the mean wavelength and the mean wave
period, respectively.
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Table 3: Mean wavelength and wave period, sub-domain size, and ramp functions parameters for
both simulation of SS7 and SS7.

Sea state SSe6 SS7
A [m] 126.32 170.66
7 [s] 10.37 13.27
dxy = 3A [m] 378.95 256
O1ty, = 14T}, [s] 173.60 210
daty, = 6T} [s] 74.40 90
Lympt = Lymp2 = 1A [m] 126.32 85.33
Trmp1 = 8T [s] 99.20 120
Trmp2 = 4Ty [s] 49.60 60

During 1-hour simulation of SS6, the steepness threshold value kap,;, = 0.15 is exceeded
five times. Events with steepness lower than this threshold are not selected as not particularly
relevant in this context.

For the simulation of SS7, the steepness threshold is brought to ka,i, = 0.18. This permits
placing more emphasis on the contribution given by steeper waves. Moreover, some of the
selected events may be waves breaking against the turbine tower. In these sub-domains, the
code capability of reproducing fully nonlinear events in a Lagrangian manner, permits
accounting also for the impulsive loading contribution caused by the plunging breakers. The
steepness threshold value for the SS7 is exceeded 5 times, and on sub-domains 2, 4 and 5,
waves break against the turbine tower. (All the three breaking waves are plunging type). On the
remaining two sub-domain 1 and 3, likewise all the five cases of SS6, steep nonbreaking waves
are registered.

4.2 System response

In terms of structural response, the effects of the nonlinear hydrodynamic contributions are
evaluated by comparing the response obtained using the proposed model with the one obtained
with the plain linear wave theory. In Figure 2-5, comparisons are made on free surface elevation
(top subfigure), then, form top to bottom, on the tower-base shear force in the direction of wind
and waves, tower-base overturning bending moment, and (bottom subplot) tower-top fore-aft
displacement.

It is known that when offshore structures are interested by the passage of steep waves,
potentially dangerous resonant phenomena may be triggered. In particular, the ringing
phenomenon deserves much care due to its burst-like characteristics. The ringing phenomenon
is primarily ascribable to the presence of a high-frequency secondary load cycle (SLC) that
causes a vibration at the resonance frequency of the system. The ringing vibration mechanism
produces high stress levels in only few oscillations — a strong transient behaviour whose decay
depends on the system damping. The secondary load cycle depends on a number of factors.
Apart from the local wave steepness, which needs to be sufficiently high to trigger ringing
vibration, SLC occurrence depends on the shape of the structure, the location of its centre of
mass, flow conditions, etc. However, it exhibits some peculiar characteristics: it appears
approximately around one quarter-one half local wave period later the main peak, and causes a
sudden transient oscillating response. Refer to Chaplin et al. (1997), Grue and Huseby (2002),
Kurtis and Kareem (1998) for a detailed description of the phenomenon.

In the experiments of Chaplin et al. (1997), the KC number (7 H,/D) was in the range of
3-10, and an inertia regime was assumed. The same for Grue and Huseby (2002), where ringing
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was observed for KC numbers in the range of 4-6. Moreover, with respect to the (kn,,, kR)
plane, where k is the wave number, 7,, the maximum wave elevation and R the cylinder radius,
they reported that secondary load cycles appear in the range (0.2-0.4,0.1-0.3).

The KC numbers of our simulations are 2.6 and 3.9 for SS6 and SS7, respectively. Thus, for
both cases the inertia contribution is the dominating term in the Morison equation. In addition,
we stress that the first tower natural frequency of our system is about 0.35 Hz (see Agarwal and
Manuel 2009), then the ratios structure frequency to wave frequency are 4 and 5 for SS6 and
SS7, respectively.

Thus, having verified that flow conditions, forcing regime, wave steepness, wave number,
as well as the ratio structure natural frequency to wave frequency of our simulations are
comparable with those characterizing the experiments of Chaplin et al. (1997), Grue and
Huseby (2002), some ringing phenomena are expected in our simulations.

4.2.1 Response to SS6

If we look at third (from top) subplot of Figure we see that right after the peak at 255 s ca., a
SLC occurs (note its total absence in the linear response in the above subplot). In
correspondence of this SLC, a strong transient vibration is triggered in the tower-top
displacement, see the bottom subplot of Figure 2. Furthermore, the same SLC may be
responsible for the peak (in the force) at 301 s which is higher than the previous ones even
though the difference between the nonlinear and linear free surface elevation is less pronounced
than before (see top subplot). The force at the passage of the steep wave at 301 s is not marked
by its own SLC, it just overlaps an ongoing oscillation (onset at 255 s). This seems to be an
amplification of the structural response. In fact, the time history of the top displacements
reveals that a resonance in the motion of the tower is prolonged over several periods.

Response on the sub-domain 3 of' 5 is reported in Figure 3. A quite clear SLC appears at ca.
2375 s. As in the previous case, and in well agreement with the experimental results cited above,
tower-top motion undergoes a sudden vibration at this instant. Higher harmonics are also well
recognized in the bending moment, see fifth sub-plot (from top) of Figure 3.

4.2.2 Response to SS7

Moving to SS7, we present results regarding sub-domains 1, 2 and 5. Events 2 and 5 are
characterized by plunging breaking waves, while the first event is a case of steep nonbreakig
wave. In Figure 4 the nonlinear events 1 (nonbreaking wave) and 2 (breaking wave) are shown.
For the nonbreaking wave case, it is interesting to note the presence of a similar response
pattern as in the SS6 above. Indeed, we firstly observe that approximately at 745 (first
sub-domain) a SLC takes place. We stress its total absence in the linear case and that right in
correspondence of it an high-frequency vibration of the structure begins (see bottom subplot of
Figure 4). Moreover, around 820 s, a more pronounced SLC is observed and an even stronger
transient is triggered in the tower-top displacement and tower-base bending moment.

The second event is characterized by the impact that takes place at 1117 s ca., Figure . An
important fact arises: we note that, before the impact, during the wave steeping, a number of
SLCs occur until they culminate in extremely high-frequency loads at the impact. Further, these
SLCs gradually diminish until they disappear at around 1200 s. These SLCs, see for example
the one at 1150 s, cause additional amplification of the tower motion and the effects keep
propagating for several periods, see bottom subplot of Figure 4.

Finally, in Figure 5, the response on the sub-domain 5 is shown. On this sub-domain, a very
strong impact occurs at 3168.5 s. Before this impact, however, we note that at 3090 s ca., a steep
nonbreaking wave causes very high-frequency loads which generate transient oscillations of
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the system. Moreover, from this instant on, and up to the impact, a series of higher and
higher-order loading cycles are clearly distinguishable.

We point out that the impact, caused by a plunging jet-type breaking wave, produces effects
very similar to those experimentally observed by Welch et al (1999), (cf. Fig. 3 and Fig. 11 of
the cited paper with our displacements and bending moments). It is also worth mentioning that
both the KC number and the ratio first structure natural frequency to wave frequency of our
simulations are in the same range of the experiments performed by Welch et al. (1999).

5. Concluding remarks

We have presented a novel numerical model capable of accounting for the effects of random
nonlinear waves on offshore wind turbines. The most noteworthy feature of the proposed
numerical scheme lies in the domain decomposition technique on which it is based. It is known
that to set up reliable probabilistic model, a large number of simulations are necessary when the
interest is the assessment of the design loads. Our model permits considering from weakly up to
fully nonlinear waves effects with a relatively small computational effort, mainly due to the
domain decomposition strategy.

The main results that arise from the application of the proposed model are that, from SS6 on,
the effects of nonlinear wave contributions significantly influence the structural response.
Moreover, the model reveals that, in these environmental conditions, employing the standard
linear wave theory to reproduce random seas would lead to dangerous inaccuracies. We have
shown that significant peaks in the system response (tower-base force and bending moment as
well as tower-top displacements) would be underestimate causing unacceptable prediction. But,
even more important, it has been demonstrated that very important resonant phenomena, such
as ringing, can be captured only when nonlinear contributions are accounted for.

In the very end, we spend a word of caution about the assessment of the ringing
phenomenon. Although remarkable similarities appear between our numerical results and the
typical ringing response observed in literature, a better understanding is needed about the role
of the lumped mass at the top of the tower (RNA assembly) - we recall that in all the mentioned
experiments it was always the case of a homogeneous cylinder - and about the effect of the
full-field turbulent wind with the machine in operation. These further investigations will be
addressed in a specific work in preparation.
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Introduction

ORECCA (Off-shore Renewable Energy Conversion platforms — Coordination Action) has
been a project founded by EC in the frame of the Seventh Framework Program (FP7). It
started in March 2010 and ended in August 2011. The goals of the ORECCA project have
been the creation of a framework for knowledge sharing and the developing of a roadmap for
research activities in the context of offshore renewable energy that are a relatively new and
challenging field of interest. In particular, the project has stimulated collaboration in research
activities leading towards innovative, cost efficient and environmentally benign offshore
renewable energy conversion platforms for wind, wave and other ocean energy resources, for
their combined use as well as for the complementary use such as aquaculture e.g. biomass and
fishes and monitoring of the sea environment. Within the ocean energy sector, the ORECCA
Project is confined to wave energy and tidal stream energy devices.

For offshore renewables sector, installation and operation costs are still very high. The
combined deployment of different offshore renewables for energy production can optimise
the use of the infrastructures such as ports and grid connections and can improve the quality
of the power produced. Moreover the combined use of the same marine area can reduce the
possible conflicts with “traditional” uses of the sea such as fishery and navigation.

The overall marine area considered in the project is very wide: from Azores to Black Sea and
from Iceland to Canaries. The information collected about the offshore renewable resources,
bathymetry, EEZ, distance from shore, MPA, ports and offshore renewable plants in all
European waters has been implemented in a GIS (Geographical Information System) and has
been used for qualitative-quantitative evaluations. A WebGIS application, sponsored by RSE,
has been developed in order to publish spatial data and results on internet.

After an introduction to the concept of offshore renewable energy conversion platform, a
focus on offshore renewable resources (wind, wave and tidal) and their possible combined
deployment in the Mediterranean area is reported. Lastly the perspectives of future
development are presented.

1. Off-shore Renewable Energy Conversion platforms

Offshore platforms are a well-known concept in the Oil&Gas sector. A lot of solutions have
been found, tested and are now currently used. Offshore renewable energy platforms represent
a “wedding” between offshore platforms and devices for production of energy from offshore
renewable sources, namely offshore wind and ocean energy. Within the ocean energy sector,
the ORECCA Project is confined to wave energy and tidal stream energy devices.

These are the main outstanding points to be stressed:

* The EU renewable energy targets for 2020 and the international policies look at
renewable energy as a high challenge for the future, and in the long term scenarios of
offshore renewable energy deployment will become more and more important because
of their very huge potential, see Table 1.
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. European target [1] 350 GW
Offshore wind International target [2] 1150 GW
Ocean ener European target [3] 188 GW

gy International target [4] 748 GW

Table 1: 2050 Offshore Wind and Ocean Energy Targets.

e Offshore energy production is a relatively new field. Offshore wind is the more
advanced sector, even if offshore-dedicated turbines and floating systems are still at
the study/development stage. In the tidal stream energy sector reasonable consensus
exists on horizontal axis turbines, but no commercial devices are yet available, while a
large number of devices are under various stages of development. In the wave energy
sector there are a large number of different devices at various stages of development,
based on a number of different principles.

*  Commercially existing offshore renewable energy plants are today only wind farms
with fixed foundations. A number of prototypal floating wind systems, as well as
wave and tidal devices, are at different development stages. Only two combined
devices are installed at sea at the moment: a 30 kW combined wave and tidal vertical
axis device by Ecofys [5] and wind and wave Poseidon 37 combined platform.
Floating Power Plant has constructed a 37 m model for a full offshore test. On 14th
June 2010 Poseidon was towed back to the test site in Onsevig to commence Test
Phase 2, which will provide valuable data required for the next phase, the commercial
design phase [6].

* Costs and problems of sea installations are very high and the economic returns on
investments in the renewable energy sector still need incentives to be sustainable and
competitive (this holds even for onshore installations!). Cost reduction is the key
factor for development and this process can be significantly helped by large-scale
deployment of offshore renewable energy plants.

The basic idea of combined platforms and synergies is oriented to the optimisation of the ratio
costs/benefits. More devices or activities allow getting more economical returns, while the use
of common structures (i.e. platforms) and infrastructures (i.e. grid connection) allows to
reduce costs. Moreover, combined multipurpose platforms will definitely optimize the
competition of ocean uses as long as the same infrastructures and devices are being used for
multiple aspects such as logistics and infrastructures, creating a number of jobs. This can be
useful for increasing the social acceptance of this kind of technology, which is actually one of
the obstacles in the developing of offshore renewable technologies. In the near future, it is not
foreseen that multipurpose platform concepts will be financially feasible without incentives as
should hopefully happen with the single offshore renewable energy technologies. However, it
is very important, already at this early stage of development, to analyse possible synergies
existing in the whole offshore energy sector. Synergies can be very different, i.e. sharing the
same sea area among different technologies and/or other activities such as aquaculture or
desalination (reducing competition of ocean uses [7]) and sharing the same platform among
different energy conversion devices and/or activities such as offshore logistic hubs or sea
monitoring.

Specifically, the assembly made up of various devices co-mounted on the same platform has
been defined as a combined platform.

The combined platforms have been classified into two major categories named “Offshore
Hybrids” and “Energy Islands” according to the following definitions:

211



OWEMES 2012

1) OFFSHORE HYBRIDS: floating or fixed platforms using wind energy converters
combined with an additional wave and/or tidal energy device. A significant example is
the evolution of the Ecofys C-energy prototype that combines the three technology;

2) ENERGY ISLANDS: multipurpose platforms, generally very big, that utilize many
possible sources of renewable energy from the ocean, i.e. wind, solar, wave, sea
current, tidal current and biomass energy. Moreover, due to the available space on the
platform, combination with other activities and/or functionality is suggested. One of
the first proposed significant examples is the KEMA Energy Island, which combines
wind energy production with an inverse offshore pump accumulation station on an
offshore island [8].

2. Offshore renewable resources in the Mediterranean area

In the frame of ORECCA Project, information has been collected about resources (wind
statistics, wave spectra, ocean currents, temperatures..), bathymetry, seabed morphology and
geology, existing and planned use - marine spatial planning, environmental conditions
(marine life, habitats, ecosystems), competing other uses such as navigation routes,
regulatory, financial and legislative framework. The geographically distributed information
has been implemented in a GIS project and used for evaluation of possible scenarios of
development and deployment of offshore renewable resources also in combination. This GIS
project has been furthermore implemented in a WEBGIS application. According to [9],
WEBGIS is “a complex system with access to the Internet, for capturing, storing, integrating,
manipulating, analysing and displaying data related to locations without the need of having
proprietary GIS software”. The ORECCA WebGIS allows the sharing of information and the
results of ORECCA project among the community and set up an example of “geographical
platform” at European level (RSE that has been a partner of the ORECCA project, has
supported the implementation of ORECCA WebGIS after the end of the project).

In Figure 1 is shown the homepage of this WebGIS application. Most of the images reported
in the next sections are crated through the WebGIS.

2.1 Characteristics, sea depth and offshore plants

The area of the Mediterranean and Black Sea is the crossroad among three continents, with
many cultures, lifestyles and countries at very different stages of development. In its waters
mankind has learned to navigate, and along its shores Western civilization was born. It is well
known for its mild climate, beautiful landscapes and hospitable countries full of historical and
artistic heritage that have made tourism widespread. Fishery and navigation are widely
diffused too. From the physical point of view, the Mediterranean and Black Sea basins feature
rather homogeneous characteristics as far as geomorphology, meteorology, climate and
environment are concerned. Nevertheless, the actual degree of knowledge of their energy
resources and peculiar environmental aspects is currently less advanced than on other areas,
such as for instance the North Sea, where the largest number by far of existing offshore wind
plants have so far been installed.

' This work has been financed by the Research Fund for the Italian Electrical System under the Contract
Agreement between RSE (formerly known as ERSE) and the Ministry of Economic Development - General
Directorate for Nuclear Energy, Renewable Energy and Energy Efficiency stipulated on July 29, 2009 in
compliance with the Decree of March 19, 2009
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Figure 1: ORECCA WebGIS homepage (www.orecca.eu,).

In general, the Mediterranean and Black Sea basins are less rich in either wind or wave or
tidal resources (as to tides, the resource may even be deemed negligible). Furthermore, the
areas with shallow waters suitable for currently available conversion systems based on fixed
foundations are limited in number, as shown in Figure 2. In particular, this figure shows
bathymetry classes defined in accordance with the technologies that are fit for given sea
depths: for 0-30 m water depth (“shallow waters”) fixed foundations based on mono-piles or
gravity foundations can be installed. For 30-50 m water depth (“transitional waters”) jacket,
tripod or suction bucket foundations or concrete foundations can be installed. For deeper
waters, floating systems have to be used. These systems are still at the prototype stage and the
wide diffusion of this technology is deemed to take place from 2020 to 2030. At present only
two prototypes have been installed and water depths up to 700 m are reported as suitable at
least for floating mono-column wind turbine supports [10]. Most of the wind farms with
floating wind turbines currently under consideration are to be located in water depths around
200 m [11].

Figure 2: Sea depth.
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In spite of all its setbacks, the Mediterranean Sea basin appears in principle as an interesting
area for developing offshore renewable energy sources, for two main reasons. On the one
hand, extreme environmental conditions are here less harsh than in oceans and other European
seas, which could favour the development of dedicated, less “robust” and consequently less
expensive conversion devices. On the other hand, it is estimated that energy demand will
grow at the fastest rate right in North African countries according to a report by Observatoire
Meéditerranéen de 1’Energie (OME) [12], much of the forthcoming increase in energy demand
is expected to take place in the South Mediterranean countries. The overall energy demand of
the Mediterranean countries is expected to grow by 1.5% per year on average, reaching 1426
Mtoe in 2030. Through 2030, the North countries are expected to lose some of their share to
the South, whose share will account for over 42% of energy demand as compared to its
current 28%.

The Mediterranean offshore wind potential has been investigated since 1992 [13]. A recent
study makes an evaluation of 10 % electricity contribution coming from offshore wind
installations by 2030 [14]. More than 90 offshore wind farms totalling about 20 GW of
capacity are under consideration in this area [11], see Figure 3. The half is in area with water
depth greater than 60 m where floating farms are expected.

Figure 3: Wind plants at different stage of the authorisation process.

A mention has to be given also to two prototypes tested for some time in Italian waters:
1. the BlueH floating wind turbine off the coast of the Apulia Region near Tricase [15];
2. the Kobold turbine by Ponte di Archimede driven by sea current in the Strait of
Messina [16].
Studies for a common approach for the development of ports [17] and for the Maritime
Spatial Planning for better development of offshore renewable energies [18] for this region
are in progress.

2.2 Wind Resource and Scenario

Although the need for better information on offshore wind resources over the area of the
Mediterranean and Black Sea has long been acknowledged [19], and several studies on this
subject have already been performed, at present it still generally agreed that the level of
uncertainty and resolution of currently available wind maps [20] should be improved
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considerably, especially with a view to evaluating the likely amount of energy that could be
produced from wind.

Moreover, many of these available wind maps refer to heights above sea level that are lower
than the rotor hub heights of most wind turbines today set up at offshore wind farms.

The main issue of the Mediterranean and Black sea area is fundamentally the lack of direct
measurements of offshore wind. The number of wind measuring buoys at present in operation
is around twenty, see Figure 4, and many of these buoys have been laid down at sea only
recently. Furthermore, most buoys have been concentrated along the coasts of northern
countries in the Mediterranean area, i.e. Spain, France, Italy and Greece, and along the coasts
of Turkey in the Black Sea. RSE has recently installed a buoy in the Sicily Channel.

Like for all offshore areas, offshore measurements of wind speed and direction over the
Mediterranean and Black Sea have also been carried out by the QuikSCAT satellite [21] for
10 years (from 1999 through 2009) and make it possible to draw up homogeneous wind maps
of large areas with 0.25° resolution. These maps have already been made ready for the
Mediterranean basin as well [22] and used as wind resource database in the ORECCA project.
It should be borne in mind that measures taken from satellites by means of scatterometers do
have rather high uncertainties (up to 2 m/s) especially in closed basins such as the
Mediterranean Sea and, even more, the Adriatic Sea or the Black Sea. In addition, the
numbers of measures are fewer in sea areas closer to coasts, which are, on the other hand, of
more interest in view of possible installation of offshore wind farms. For these reasons the
wind resource map considered in the ORECCA project misses the information in a buffer of
25 km from shoreline. In order to perform a scenario for the future technically and
economically sustainable development, the wind resource has been

Figure 4: Offshore wind measuring buoys.

215



OWEMES 2012

Figure 5: Wind resource scenario.

Classified in two classes starting from the value of an annual mean speed of 6 m/s. This
information has been crossed with the sea depth information in areas within 200 km from
shoreline producing the scenario for the wind energy installations shown in Figure 5.

As expected, the windiest area is the Gulf of Lion. Moreover, in the North Adriatic Sea, a
small and close basin with shallow water, a validation of the QuikSCAT data is needed.

2.3 Wave Resource

With regard to wave resources, OCEANOR database has been used in ORECCA project [23].
Also in this case the values near the cost are not considered because the wave resource is
strongly affected by the morphology of the sea bed and there is a need of dedicated models at
high resolution in order to perform a correct assessment.

From OCEANOR data, it can be inferred that the resource, expressed as average power per
linear metre, provided by waves in the Mediterranean and Black Sea area is of the order of 5-
10 kW/m, which is much lower than the resource available in other European seas. The area
endowed with the highest average resource turns out to be the sea stretch to the west of
Sardinia. Values of the order of 5-6 kW/m can be found also in the Channel of Sicily.

As in the case of wind resource, also for wave resource a classification has been done and
crossed with the sea depth information in areas within 200 km from shoreline producing the
scenario for the wave energy installations shown in Figure 6.

With the exclusion of the area of the Adriatic and the North-West Black Sea, the areas with
higher wave resource in the Mediterranean correspond to the ones with higher wind resource.
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Figure 6: Wave resource scenario.

2.4 Tidal Current Resource

With regard to tides and tidal currents in the Mediterranean and Black Sea basins, the general
opinion is that these resources cannot give significant contributions to energy production,
with few exceptions in those areas, such as the Strait of Gibraltar, the Strait of Messina, the
area of the Bosporus and the Dardanelles, where the particular shapes of surrounding land and
sea bottom are capable of accelerating water masses, as found in the selection of tidal site in
Europe performed by ITPower, see Figure 7.

Figure 7- Tidal stream sites.
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2.5 Combined scenarios for wind and wave

Areas suitable for installation of offshore multipurpose platforms for energy production from
wind and wave resource in combination have been found crossing wind and wave resource
scenarios. The result is a six level scenario according to the following combination growing in
energy content (v =mean annual wind speed @10 m a.s.], Wp= annual mean wave power):

I. Level 1: 6 m/s <=v<8m/s & 5 kW/m<=Wp <15 kW/m
Level 2: 6 m/s <=v <8 m/s & 15 kW/m<= Wp <25 kW/m
Level 3: 6 m/s <=v <8 m/s & Wp >=25 kW/m

2

3

4. Level4: v>8m/s & 5 kW/m<= Wp <15 kW/m
5. Level 5: v>8m/s & 15 kW/m<= Wp <25 kW/m
6

Level 6: v>8 m/s & Wp >=25 kW/m

The resulting map is reported in Figure 8.

Figure 8: Combined wind and wave scenario.

As expected, the combined scenario for the Mediterranean area has low energy content
mainly due to the wave energy content. Two reminds have to be done: information in the first
25 km from the shoreline is missing. In this area this buffer corresponds more or less to all the
shallow waters, so the six level scenario is actually s scenario for deep waters deployment in a
medium-long term temporal scenario. In spite of the “low” energy content of the wave
resource, small, light, modular and “low cost” devices could be developed and addressed to
this area for a sustainable deployment.

3. Conclusions and perspectives

The general concepts emerged for the offshore renewable resources in the Mediterranean area
can be summarized in the following points:

* More knowledge is in general needed about all the items that could influence the
development of offshore renewable energy resources in the Mediterranean Sea and
moreover in the Black Sea. In particular direct offshore measurements of wind, wave,
current and salinity gradient are needed to reduce the uncertainty of present estimates
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of power contents and consequently expected energy production. This is a key issue in
this area where resources are less than in the other European Seas and maybe extra
cost reductions of offshore energy production costs should be considered in order to
reach the economic sustainability.

* Moreover other accurate, updated and complete information about uses of the sea,
social and environmental issues (such as maps of the uses of the sea, maps of
Posidonia beds, indicators of tourism and landscape sensitive areas, archeological
sites etc...) are needed for better understanding the possible conflicts and barriers.

* Three concepts have emerged about technologies, combined platforms and synergies:

o Less resource means also (in general) less harsh extreme conditions. This
allows for simpler design, as well as smaller and lighter devices, thus reducing
the costs for construction, installation and maintenance. Smaller devices could
also be suitable for the deployment of wave power. New approaches and
designs are suggested to match resource peculiarities.

o Floating devices installed in waters with depth greater than 50-70 m, at a
minimum of 10 km from shore, allow to obtain the best synergies among
higher resources (at least for wind), landscape issues and tourism (low visual
impact), environmental issues (no Posidonia thrives in deeper waters and,
more generally, biodiversity is poorer).

o The most “promising” synergies for the Mediterranean areas are the
combination of wind devices and aquaculture and the combination of wave
devices and breakwaters. Investigation is suggested also in the field of offshore
solar energy.

* The demonstration of a socially, economically and environmentally sustainable
floating system (for wind and maybe for combined technology) is seen as a key step
for driving public funding towards the support of research in this area and also for
encouraging public/private investors to develop the infrastructure needed for large
scale deployment of this technology (ports, shipyards, vessels etc.).

* Environmental issues have to be taken into account with reference to the EU Guidance
Document for Wind Energy developments and Natura 2000. Peculiarities of species
and biodiversity in this area may not yet be well known. Research projects are
ongoing. Mitigation measures have to be investigated and found (where necessary and
if possible) as regards the species and peculiarities of this area.

* Conflicts for the uses of the sea have to be well understood and considered. Best
practices can be imported from other areas.

* The authorization process is now very complex in almost all the countries: clear,
simple authorization processes with 1-stop shops with defined timing frames is needed
also in order to attract investors.

* (lear, honest and pervasive communication is strongly needed.

* An original approach dedicated to this area is strongly suggested.

For complete information about the results of the ORECCA Project and for accessing the
“ORECCA European Offshore Renewable Energy Roadmap” go to www.orecca.eu .
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Abstract — In this paper the feasibility of wave energy exploitation off the Italian coasts is
investigated. At this aim, the energy production is estimated considering two of the most promising
offshore technologies: the AquaBuOY device and the Pelamis device. The hypothetical wave farms
are installed at two of the most energetic sites off the Italian West Mediterranean coast: Alghero and
Mazara del Vallo. The Pelamis device provides the highest annual energy production with 8%
capacity factor at both sites. Higher capacity factors can be obtained by scaling the devices in order to
have the maximum power output for the typical wavelength of the investigated sites. At Alghero the
optimal scaling of the devices is 1:2 and 1:2.5 for Pelamis and AquaBuOY, respectively, and it allows
to increase the capacity factors up to 15%. If such devices could accommodate this downscaling, their
performance in energy conversion could become economically attractive also for Italian seas.

1. Introduction

Early in the last decade many efforts have been focused on the estimation of the wave energy
potential off the coasts of the global oceans, in order to provide a basis for wave energy
exploitation (a recent review on wave energy resource characterization can be found in Pontes,
2002). In Europe, an Atlas has been created (Pontes, 1998), which contains detailed wave
climate and wave energy statistics at 85 points distributed along the European coastline and in
the Mediterranean an atlas of wind and wave energy sources has been published (Medatlas
Group, 2004).

A first estimate of the wave power levels along the Italian coasts has been done by Filianoti
(2000) analyzing 11-year wave data for 8 locations off the Tyrrhenian, Adriatic and Ionic
coasts. Recently this study has been updated, considering an 18-year wave measurement
period and has been extended to 7 further offshore locations (Ferrante et al., 2010).

The estimates of average annual wave power show that the most energy rich areas of the
global oceans occur in moderate to high latitudes. In the northern hemisphere the highest
energy levels are along the western coasts of Europe, situated at the end of the long, stormy
fetch of the Atlantic Ocean. The average annual wave power, which is usually expressed as
power per unit length of wave crest (or shoreline direction), increases from about 40 kW/m
off the Portugal coast up to 75 kW/m off the British Isles and then decreases to 30 kW/m off
the northern part of the Norwegian coastline (Brook, 2003).

In the southern hemisphere the most energetic areas are located off Southern Chile, South
Africa and off the south and south-west coast of Australia and New Zealand (Falcao, 2010).
In the Mediterranean basin, the average annual wave power varies between 4 and 12 kW/m,
the highest values occurring in the area of the south-western Aegean Sea which is
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characterized by a relatively long fetch and high wind energy potential (Clément et al., 2002).
Italy is characterized by two main wave climates: the western coastline is exposed to high
waves coming mostly from the II and III quadrants while the waves on the eastern coasts are
milder and come mainly from the north (Piscopia, 2002). As a result the average annual wave
power is around 2 kW/m off the Adriatic coast and between 3 and 5 kW/m off the Tyrrhenian
coast (Ferrante et al., 2010). The most energetic sites are a number of offshore island and
specific locations around Sicily and Sardinia, where the average annual wave power can reach
10 kW/m (Clément et al., 2002).

During recent years a great variety of technologies has been proposed to capture energy from
waves. They are usually classified by either the principle of operation or the geometry of the
device or the primary location (onshore, nearshore or offshore). A widely used classification
is based on the horizontal size and orientation of the device. If the horizontal physical
dimension is much smaller than the wavelength of the incident waves, the WEC is called
point absorber (Budal and Falnes, 1975). On the contrary, they are called attenuators and
terminators if they have a horizontal extension which is comparable with typical wavelength
of the waves from which they are designed. Attenuators are aligned along the prevailing wave
direction while terminators are positioned perpendicularly to the dominant direction of the
incident waves. A more comprehensive classification system has been proposed by Hagerman
(1985) and further modified and updated by Brook (2003). It classified the wave energy
conversion technologies on the basis of the energy extraction method (heave, surge, pitch,
yaw or combined modes), the type of absorber (rigid, flexible or free surface), and the type of
reaction point (inertial structure, sea-floor anchors or fixed structures) and the primary
location of the device. The first generation devices were mostly located on the shoreline or
near-shore and were typically based on the method introduced by Masuda (1981), named
oscillating water column (OWC). They have the advantage of easier installation and
maintenance and they do not require deep-water mooring or long underwater electric cables.
However, the shoreline devices experience a much less energetic wave regime. On the
contrary the most recent wave energy technologies (also named third generation devices) are
located offshore to exploit the more powerful wave regime available in deep waters (> 40 m
depth). They are typically oscillating bodies, either floating or fully submerged, which
provide a large power output either by a single device of large physical dimensions or by
small modular devices deployed in arrays. The offshore devices face problems due to mooring,
access for maintenance and need of long underwater electrical cables.

In this work a feasibility study of wave energy exploitation in Italian seas is carried out. The
energy production of two of the most promising wave energy converters is estimated for two
of the most energetic sites off the Italian West Mediterranean coast. The paper is organized as
follows: in the first section we characterize the wave energy resource along the Italian coasts.
In the second section we describe the wave energy converters considered for this analysis.
Then we estimate the energy production of the hypothetical wave farms and we calculate the
scale of the devices which would maximize their capacity factors at the study sites. Finally, in
the last section some conclusions are drawn.

2. Wave Energy Resource

In order to study the feasibility of wave energy exploitation off the Italian coasts, the two
most promising locations off the Italian coasts, where wave measurements and statistics are
available were selected; the sites are Alghero, on the western coast of Sardinia and Mazara del
Vallo, on the Sicily Strait (Figure 1).

222



S. Bozzi et al.

Wave data were collected by the directional wave buoys of the Italian wave network (details
on the locations and wave data are available at www.telemisura.it).

The wave climate of Alghero estimated from historical data over a period of several years is
shown in Figure 2.

Based on 17-years measurement of wave statistics (significant wave height and peak period,
APAT, 2004), the potential wave energy at these locations was estimated. For each recorded
sea state (every three hours or every half-hour when storm peak wave height exceeded the
threshold of the station) the wave power per unit of wavefront length was calculated by the
following formula:

1 2 2
P=——pg"H'T
64 bl (H

where p is the seawater density (1025 kg/m’), g is gravity, Hy is the significant wave height
and T, is the energy period, i.e. the ratio between the spectral moment of order -1 and of order
zero. The energy period of a sea state is equivalent to the period of a single sinusoidal wave
that would have the energy of a sea state.

Figure 1: Location of wave buoys of the Italian wave network and case study locations

Figure 2: Probability of occurrence of sea states at Alghero.
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The spectral moment m-1 was calculated assuming a JONSWAP spectrum (Hasselmann,
1973) for the sea state and adopting the shape parameters provided by the atlas of Italian seas
for the two locations (APAT, 2004).

The resulting average annual wave power is 9.5 kW/m for Alghero and 3.9 kW/m for Mazara
del Vallo, confirming results by Ferrante et al. (2010) and Clément et al. (2002).

3. Wave Energy Converters

The energy production off Alghero and Mazara was estimated considering two of the most
promising offshore wave energy converters: the Pelamis device and the AquaBuOY device.
The Pelamis wave energy converter, created by Ocean Power Delivery Ltd. of Edinburgh,
Scotland (Ocean Power Delivery, 2000), is a semi-submerged, articulated structure composed
by four cylindrical sections linked with hinged joints and aligned with wave direction. The
wave-induced motion of these joints (either by heaving or swaying) is resisted by hydraulic
rams, which pump high-pressure oil through hydraulic motors driving the electrical generators.
A single Pelamis device is 120 m long and 3.5 m in diameter and has a power output of 750
kW. Several devices can be connected together and linked to shore through a single seabed
cable. A full-scale prototype was tested in Scotland in 2004 and then in 2008 a set of three
devices was deployed off the northern coast of Portugal at a 50 m depth, making it the world's
first commercial wave farm.

The AquaBuOY is a technology developed by Finavera Renewables Inc. (AquaEnergy Group,
2002). The AquaBuOY device is a floating buoy mounted above a piston contained inside a
tube, open on both ends, with a hose pump attached to each end. As the buoy oscillates, the
hose pumps produce a flow of pressurized water that drives a Pelton turbine, connected to a
generator. . Each 40-ton AquaBuOY has a rated power of 250 kW. The device is modular and
can be scaled from a small cluster of hundreds of kilowatts to a large power plant of several
hundred megawatts

A well-established method to assess the performance of the wave energy converters is based
on the so-called power matrices. These are bivariate matrices indicating the power output of a
device as a function of significant wave height and wave period. A distinct pair of Hs and 7},
is referred to as an energy bin. Wave energy companies have published power matrix for their
devices as a concise way to present its performance in real sea states. The AquaBuOY power
matrix (Weinstein et al., 2004), used in the presented analysis is shown in Figure 4a. The
Pelamis power matrix (Pelamis, 2008) is presented in Figure 5a.

4. Energy Production

Electricity production (in kWh) was calculated by multiplying the expected power output (in
kW) of a sea state (defined by Hs, T,) by its occurrence (in hours). It should be noted that
using discrete energy bins introduces some errors, so interpolation was needed to estimate the
device performance for the sea states registered at the studied sites. For each Hg — T}, pair the
energy production was estimated by a bilinear interpolation of the values provided by the
power matrices.

Over the 17-years period between 1990 and 2007 the annual energy output (AEO), i.e. the
mean annual energy production, of the Pelamis device is 556 MWh at Alghero and 296 MWh
at Mazara del Vallo (Table 1). The annual energy production of the AquaBuOY wave energy
converter is 184 and 80 MWh at Alghero and Mazara del Vallo, respectively. In both
locations the WEC providing the highest energy production is the Pelamis wave energy
converter. The AquaBuOY device generates 3 times less energy than Pelamis at both sites but
it is characterized by a more constant energy production along the studied period.
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Table 1: Characteristics and performance of AquaBuQOY and Pelamis devices at Alghero and
Mazara del Vallo.

Alghero Mazara
AquaBuOY Pelamis AquaBuOY Pelamis
Rated power [KW] 250 750 250 750
Annual energy output [MWh] 184 556 80 296
Full load hours [h] 735 741 320 395
Capacity factor [%] 8% 8% 4% 5%

The performance of the devices can be better expressed in terms of full load hours and
capacity factors. The full load hours are calculated as the mean annual production divided by
the rated power of the wave energy converter. The capacity factor (or load factor) is the ratio
of the full load hours and the 8766 hours of the year and so it indicates the percentage of the
time in a year during which the device is running at its maximum power.

The capacity factors of AquaBuOY and Pelamis at Alghero are both equal to 8% while at
Mazara del Vallo the hypothetical wave farms of AquaBuOY and Pelamis would have
capacity factors of 4% and 5%, respectively. As a result of the different wave climates of the
two sites, in Alghero the capacity factor is approximately twice the one in Mazara.

The estimated capacity factors are low compared to the ones obtained for the same wave
energy converters in other offshore locations in Europe and America (ref). One of the reasons
is that the AquaBuOY and Pelamis devices are designed to reach the maximum power for
long wave conditions typical of oceanic coastlines and randomly found in Italian seas.

In the Mediterranean Sea, the wave climate is characterized by high waves and high
persistence of storms, but not by long wave conditions. For example, by comparing the map
of probability of occurrence of sea states at Alghero (Figure 2) with the AquaBuOY and
Pelamis power matrices (Figure 4a and 5a) it can be noticed that the best performance of the
WEC:s is obtained for sea states with very low percentage of occurrence.

These results indicate that the WECs considered in this study are oversized with respect to
local wave climate and that a more efficient energy conversion can be obtained by scaling the
devices in order to have the maximum power output for the typical wavelength of the
investigated sites. In locations such as the Mediterranean Sea as well as the Canada West
Coast and the USA East Coast smaller wave energy converters with lower power outputs
would be more suitable, as suggested by Dalton et al. (2010).

At the study sites we calculated the annual energy output and the consequent capacity factor
for AquaBuOY and Pelamis of different dimensions to find out the geometric scales of the
devices maximizing the capacity factors. For each dimension of the two WECs the associated
power matrix was estimated according to Froude similarity. Froude scaling laws imply that if
the geometric scale is A, the time scale is A and the power scale is A’~.

Figure 3 shows the capacity factors as a function of scale for the hypothetical wave farms of
AquaBuQOY and Pelamis at Alghero and Mazara del Vallo.

225



OWEMES 2012

Capacity factor
20 [%]
18
16
14
12

10

—e— Alghero - AquaBuOY
—a— Alghero - Pelamis
—8—Mazara - AquaBuOY

—#—Mazara - Pelamis

Scale [-]

(=T \S I N

01 02 03 04 05 06 07 08 09 1.0

Figure 3. Capacity factors of AquaBuQOY and Pelamis at Alghero and Mazara del Vallo
for different device dimensions

The capacity factors reach their maxima for geometric scales in the range 0.3-0.5. The
characteristics and performance indices of the optimal devices are reported in Table 2.

At Alghero the optimal geometric scales are 0.4 and 0.5 for AquaBuOY and Pelamis,
respectively. These reduced WECs would have respectively a rated power of 66 kW and 10
kW, an annual energy production of 80 MWh and 14 MWh and a capacity factor of 16% and
14%. At Mazara del Vallo the highest capacity factors are obtained for smaller devices (A =
0.35 and A = 0.3 for AquaBuOY and Pelamis, respectively) than in Alghero due to the less
energetic wave climate of the site.

Nevertheless, if such devices were downscaled their performance in energy conversion would
be better than in Alghero and comparable with the one of the hypothetical wave farms
considered by Dalton et al. (2010) in USA and Canada. In Mazara del Vallo the capacity
factors of the AquaBuOY and Pelamis devices reduced to approximately 1/3 of their original
dimensions would be 17% and 15% respectively. These devices would have respectively a
power output of 6 kW and 11 kW and a mean annual energy production of 10 MWh and 15
MWh.

Table 2. Characteristics and performance of the downscaled AquaBuQOY and Pelamis devices
at Alghero and Mazara del Vallo.

Alghero Mazara
AquaBuOY Pelamis AquaBuOY Pelamis
Scale [-] 0.4 0.5 0.35 0.3
Rated power [KW] 22 66 6 11
Annual Energy Output [MWh] 30 80 10 15
Full load hours [h] 1350 1213 1521 1336
Capacity factor [%] 15% 14% 17% 15%
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Figure 4 and 5 show the power matrices of the full size AquaBuOY and Pelamis (top figures)
and of the same devices reduced in size by approximately 1/3 (bottom figures). Axes limits
are kept equal to show the effect of the downscaling. It can be noticed that the reduction of
the device dimension allows capturing the short wave energy which would otherwise be lost
with the full scale WECs.

(@)

Q)

Figure 4. (a) Power matrix of the full scale AquaBuQOY, (b) Power matrix of the AquaBuQY,
scaled to obtain the maximum capacity factor at Mazara (A = 0.35).
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Figure 5. (a) Power matrix of the full scale Pelamis, (b) Power matrix of the Pelamis,
scaled to obtain the maximum capacity factor at Mazara (A = 0.3).

5. Discussion and conclusions

Wave energy exploitation has significantly advanced in Europe over the last two decades and
many wave energy converters (WECs) are now at the end of the development stage while
others are currently being deployed.

The wave energy potential along the Italian coasts is lower than in the Atlantic sites, but it
could be anyway attractive if site-specific devices were properly tailored. In fact, the
Tyrrhenian Sea shows an interesting energy potential: a number of offshore island and
specific locations around Sicily and Sardinia have an average annual wave power of the order
of 10 kW/m.

The lower wave energy off the Italian coasts, compared with the Atlantic ones, does not
exclude Italy from exploiting energy from marine renewable resources. It just indicates that
deploying classic marine energy converters would not be a cost effective investment at the
current state of WEC technology development. Nevertheless, after proper scaling of the
devices, their performance in energy conversion could become appealing also for Italian wave
climates. In fact, by a site-specific downscaling of the devices their capacity factors become
of the same order of magnitude of those calculated for hypothetical wave farms in USA and
Canada (Dalton et al., 2010), showing that the most Italian energetic sea sites can be exploited
for wave energy production, as well. These results have been obtained by Froude scaling of
two of the most promising and documented wave energy devices. New findings may arise
from more detailed investigations on dynamical models of some PTO devices in their proper
parameter space as recently done by Gomes et al. (2012) for the OWC technology.
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Abstract — This paper proposes the analysis of extreme waves in the Mediterranean Sea, for design
of sea structures, including supports for offshore wind farms and wave energy devices. Input data are
significant wave heights H, given by buoys data and by a numerical simulation performed on the
Mediterranean Sea between 2001 and 2009, with a third generation ocean wave model.

Extreme waves are modeled by applying the Equivalent Power Storm (EPS) model, which represents
any actual storm by means of two parameters. The former gives the storm intensity, and is equal to
the maximum significant wave height during the actual storm; the latter represents the storm duration.
The structure of the storms depends upon a power law, with a 1 exponent: for 1 =1 we have triangular
storms (Boccotti, 2000; Arena & Pavone, 2006, 2009), for 4 =2 parabolic storms, for A =0.5 cusp
storms and so on (Fedele and Arena, 2010).

The EPS model is applied for calculating the return period of a sea storm in which the maximum
significant wave height exceeds a fixed threshold. This analysis is proposed for some storms recorded
in any considered location. Then the significant wave height is calculated for several values of the
return period. These values are required for the design of devices used as support of wind farms, or
for production of electrical power from wave energy.

1. Introduction

The design of offshore wind farms and of wave energy devices involves the characterization
of the wave climate and of extreme events at a certain location. Such analysis allows for the
estimation of the sea state used for the structural design. Further, it plays a key role in the
design of any wave energy device, since optimization of energy harvesting characteristics is
highly dependent on a reliable estimate of the wave energy available at that location.

The wave climate investigation requires two fundamental steps: wave data measurements,
from which significant wave heights and peak spectral periods are calculated, and long-term
statistical analysis of the data. It is emphasized that, in the context of wave energy devices,
such analysis is fundamental for calculating energy related quantities. Indeed, the mean
annual electric energy produced by the plant or the mean downtime, that is the time interval in
which the device is not working, can be estimated only by long-term statistical analysis.
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Several methods are available in the open literature for calculating long-term statistics. For
instance, the Annual Maxima and the Peak Over Threshold (Guedes Soares and Scotto, 2001)
models are widely employed in the calculation of extreme sea states. In this paper, the
Equivalent Power Storm (EPS) (Fedele and Arena, 2010) model is used in conjunction with
field measurements for estimating the return values associated to a certain significant wave
height threshold (for estimating the return period of the event, given a fixed threshold of
significant wave height) and the mean persistence of the significant wave height over a certain
threshold in a sea storm. The EPS model is a generalization of the ETS (Equivalent Triangular
Storm) model proposed in the eighties by Boccotti (1986). The key idea of the model is that a
certain storm can be replaced by an ideal storm, which is equivalent to the real one in a
specified probabilistic sense. Boccotti considered a triangular storm, which is fully
characterised by only two parameters: the height and the base of the triangle (Arena & Pavone,
2006, 2009). Fedele and Arena (2010) have utilized an ideal storm represented by a power
law function. The usefulness of the method is related to the empirical observation, based on
the processing of hundreds of storms, that the probability distribution of the maximum
expected wave heights are well interpreted by this model (Boccotti, 2000). Therefore, it
provides a way for producing ideal storms which are probabilistically equivalent to the real
ones.

Starting from the EPS concept, it is possible to define an ideal sea as the counterpart of a real
sea. That is, since a real sea is a sequence of storms, an ideal sea is a sequence of EPSs
equivalent to the real ones. In doing so, the mathematical treatment of the problem is highly
simplified and the statistical properties are preserved, because each EPS is probabilistically
equivalent to a related real storm.

The objective of this paper is to analyse Mediterranean storms by the EPS model. The
analysis is performed from the perspective of energy related devices. Thus, the return values
and the mean persistence are determined in order to provide an estimate of the downtime.
Such an analysis is mandatory during the design of any device. Indeed, return values and
downtime are connected, respectively, to the mean number of times per year in which the
device must be deactivated and to the mean time duration, in a storm, in which the device
must be deactivated for preserving the safety of the plant.

In the first part of the paper, wave measurements are presented. Data are provided by a WAM
model and by RON (Italian buoys network) measurements. Then, the mathematical
background of the EPS model is introduced. The recorded data are used in conjunction with
the EPS model for estimating the afore-mentioned quantities. Finally, concluding remarks
highlight the main results of this analysis.

1. Wave data

1.1 Third order generation ocean wave model for the Mediterranean Sea

A wave climatology based on a ten years long simulation has been performed using WAM
model (WAve prediction Model, WAMDI-Group 1988). WAM is a third generation wave
model which solves the wave transport equation explicitly without any presumptions on the
shape of the wave spectrum. Simulations were produced using WAM Cycle 4.5.3 over a
domain covering the entire Mediterranean Sea, from 5.50°W to 36.125°E of longitude and
from 30.2°N to 45.825°N of latitude. The domain was discretized with a regular grid of
667x251 nodes in spherical coordinates with a uniform resolution of 1/16° in each direction,
corresponding to a linear mesh size of 5-7 km. By extending the computational domain over
the entire Mediterranean Sea, the wave climate along the Italian coast takes into account both
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local wave generation and propagation from distant areas.

Model bathymetry has been calculated from the General Bathymetric Chart of the Oceans
(GEBCO) 30 arc-second gridded data set by averaging the depths of data points falling in
each computational cell. The directional wave energy density spectrum function has been
discretized using 36 directional bins and 32 frequency bins starting from 0.06 Hz with relative
size increments of 0.1 between one frequency bin and the next. The simulation has been
performed for the period 2001-2010. The model has been forced with six hourly wind fields
obtained from the ECMWF operational analysis interpolated at the resolution of '4°.

1.2 RON network

The “Rete Ondametrica Nazionale” (RON) is the reference network for the collection of wave
data all around Italy. The network works by means of 15 buoys capable of providing both
wave height and direction of propagation. The data are freely available via the ISPRA
institute (Istituto Superiore per la Protezione e la Ricerca Ambientale), which gives time
series of significant wave height H;, peak spectral period 7, average period 7,, and dominant
wave direction 6 obtained by processing the wave data. In this study only the significant wave
height H; is used.

Four locations are considered for the analysis: Alghero, located on the West coast of Sardinia;
La Spezia, in the North of Italy; Ponza, in the center of Italy; and Cetraro, in the South of Italy
(Fig. 1). These buoys have been chosen as they are placed in the most favourable location for
wave climate.

Available data span over various time intervals, as buoys were installed at different times.
Table 1 summarizes data availability for each buoy. It is seen that at least 10 years are
available. Such time duration is adequate for the application of the ETS model and is
sufficient for the calculation of the pertinent parameters (see next paragraph).
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Figure 1: Location of the analysed points from the RON buoys and the WAM model.
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Table 1: Data availability.

Location First available data Last available data
RON - Alghero 01-July-1989 05-April-2008
RON - Cetraro 01-January-1999 05-April-2008
RON - La Spezia 01-July-1989 31-March-2007
RON- Ponza 01-July-1989 31-March-2008
WAM - Genoa 01-January-2001 31-December 2009
WAM - Pantelleria 01-January-2001 31-December 2009
WAM - South-West Sardinia 01-January-2001 31-December 2009
WAM - Civitavecchia 01- January-2001 31-December 2009

The sampling time of the significant wave height is not constant. Specifically, first data were
recorded every three hours, while last data were recorded every thirty minutes. Thus, the
significant wave heights were filtered in order to keep a homogeneous set of data with
3-hours sampling time.

2. Mathematical background: long-term statistics by
the equivalent power storm model

2.1 Probability distribution of significant wave height

Consider P(Hg>h) the probability that, in a sea state, the significant wave height is greater
than a fixed threshold / at a certain location. Such probability is determined from wave data
and, then, fitted by assumed theoretical distributions. Several distributions are available in the
open literature, such as the log-normal distribution by Jasper (1956), the Weibull distribution
by Battjes (1970) or combinations of various models as proposed by Haver (1985). The
choice of a model is determined by the capability of fitting field data. In this paper, the
two-parameter Weibull is considered, given by
h
()

The parameter u is a shape parameter. It controls significant wave height values at various
probability levels. The parameter w is a scale parameter. In a probabilistic sense, the larger w
is, the larger wave heights are at the location. They are determined by fitting significant wave
height data at a location. This distribution is widely used for modelling data obtained in the
Mediterranean Sea (Boccotti, 2000), in the Atlantic and Pacific Oceans (Guedes Soares, 1986;
Arena, 2004; Arena and Pavone, 2006, 2009; Fedele and Arena, 2010).

u

P(H, > h)=exp €))

2.2 Equivalent Power Storm model

A sea storm is a sequence of sea states in which the significant wave height H; is above a
certain, constant, threshold H,’ and does not fall above it for a certain time interval At
(Boccotti, 2000). The values of the threshold H,’ and of the time interval Az depend on the
characteristics of the recorded sea states and, thus, on the location under study. Boccotti
(2000) has proposed the following values: H, =1.5H, (being H_ the mean significant wave

height obtained by the wave data) and A¢ = 12h.
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The mathematical modelling of a sea storm is quite cumbersome. It involves the modelling of
a non-stationary process, which is known, in a statistical sense, only by sets of discrete points.
The points are the significant wave height values calculated from buoy measurements. The
simplification introduced by Fedele and Arena (2010) is based on the replacement of the time
history of the real, recorded, storm by the following ideal time history:

2l -1,

A
h(t) = a|l _( ] , t-bl2 <t<tyth/2 2)

which is a power law (with 2>0) function of time. It is seen that by posing A=1, the classical
ETS model (Boccotti 2000) is recovered. If =2 the equivalent storm has a parabolic shape. If
/=0.5 the equivalent storm is a cusp.

The parameters a and b are, respectively, the height and the duration of the EPS. The time
instant ¢ is the time instant of the maximum significant wave height of the real storm. The
height a is assumed equal to the maximum significant wave height of the storm. The duration
b is calculated in order to guarantee the equality of the maximum expected wave height of the
real storm and of the EPS. The maximum expected wave height is given by equation

Hm=fH&W>HMH, 3)
0

where P(Hu..>H) is the exceedance probability of H,... Specifically, P(H,..,>H) is given by
(Borgman, 1973)

D

P(H, >H)=1-exp fln{l'P[Hle =h(t)]}d

TTAQ)] ‘r )

being D the storm duration, A(f) the significant wave height time history, T the mean zero
up-crossing wave period and P(H|H=h) the exceedance probability of the crest-to-trough
wave height, given H~=h. Eq. (4) reduces, by substitution of eq. (2), to
1/A-1
Infl-PCH | H, =B}, W\ |
T (h) a

b a

P(H H;a,b)=1-cexpl— 5

(H,,. >H;a,b) xpmf (5)
0

Despite the fact that the equality involves only first order moments, in practice the
exceedance probabilities P(H,,,>H) of the real storm and of the ideal one are quite close to
each other. In this regard, the parameter 4 can be chosen via a best fit of the tail of the
distribution.

2.3 Prediction of the severest operational conditions: return values and mean persistence
over the threshold

Consider a wave energy device which operates until a certain significant wave height 4 is
reached. In this context, the return period R(H>h) of a storm in which the maximum
significant wave height is greater than 4 and the mean persistence D (/) of the significant

wave height over / define key quantities for the evaluation of critical operational conditions.
R(H>h) was derived by Fedele and Arena (2010). It is given by equation
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R(H, > h) =~ ,

(6)

a
) b(a)

where b (a) is the mean base-height regression, which relates the mean value of the bases b to
the heights a of the EPSs and G(/,a) is a function related to the probability density function of
the EPS heights. The expression of b(q) is derived from strictly empirical arguments, as it is

highly dependent on the location under examination. Analysis of several data has shown that
the mean base-height regression formula

b
blO

=K, eXp(Kz i} @)
g

provides a good estimation of R(Hs>h), where K; and K, are location-dependent parameters

and a0 and by are the mean values of the heights and of the duration of the 10N strongest

storms in the considered location, with N the number of years of available data. The function

G(A,a) is defined as

[sin(z/A)%d? P(H > 2) i .
;/A )f | (r—a)"ds; if 2>1
d>P(H. ’
G(A,a)=<M' if A=1. (8)
da
n_n n+2
(=D"a Sm(”/‘)fd P(H2 >Z)| -D7dx; if A=(m+u) <1
n! b T dz"* .

By definition of return period (6), the mean number of times per year in which critical
operational conditions occur, is given by
1

a
N >0 =gt = “I5@

G(A,a)da, 9)

The calculation of the persistence D (/) complements eq. (9) by estimating the mean time
duration in which the significant wave height is larger than 4 in the storms where the
maximum

significant wave height is larger than /. The analytical calculation of D (%) is straightforward.

Indeed, it is given by (Boccotti, 2000)
D(h)=R(H, >h)P(H, > h). (10)

Since a wave energy converter is designed for working in a certain significant wave height
range, the mean persistence renders an estimate of the mean “downtime”. That is, the mean
time interval in which the device does not operate because of the occurrence of the extreme
sea states.
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3. Results and discussion

3.1 The wave climate at some location in the Italian sea

First of all the data of the buoys of the RON Italian network have been processed for the
location of Alghero, Ponza, Cetraro, La Spezia. In addition the wave climate at location of
Genoa, Pantelleria, Civitavecchia and South-West of Sardinia has been analysed through the
data of the WAM (WAve prediction Model, WAMDI-Group 1988).

For all the locations, the probability distribution P(H>h) has been calculated through the
available data, evaluating the distinctive parameters # and w of the site. In Figure 2, the
P(H>h) are represented in a Weibull plot, where the data (dots) shows a linear trend. The
parameters u and w of Eq. (1) for the examined locations are given in Table 2, confirming that
the West coasts of Sardinia is characterized by the strongest wave conditions in the Italian
seas, since they are distinguished by the highest values of the w parameter. Then, Pantelleria
and Ponza are identified by an intense wave climate and Genoa by the lightest one. In
addition, the u parameter of the P(H>h) gives a measure of the difference of sea wave heights
at different level of probability of exceedance. This difference at a certain site is greater as u
is larger. For the considered points the # parameter is almost homogeneous.

Afterwards, the sea storms of all the locations have been analysed. The highest storms for the
points considered trough the WAM are illustrated in the Figure 3. For these sites, the EPS
model has been applied and the results are shown in the same figure for A=1 (equivalent
triangular storm), A=0.75, A=2 and A=3. Considering all the sea storms, the base-height
regression for an examined location has been evaluated. This analysis has been carried out for
all the considered calculation points of the RON buoys and of the WAM. The regressions are
shown in Figure 4 by assuming the heights and the bases of the sea storms normalized,
respectively, to ajo and bjo. A large dispersion of the bases with respect to the b,y value is
observed for lower height, with a convergence of b/b;( to 1 for greatest a/a;o. The parameters
of the regression (Eq. 7) are given in Table 2. The results confirm the behaviour highlighted
through the distribution of the significant wave height at a location. The West coasts of
Sardinia are characterized by the most intense storms, with greatest a;o parameter.

Table 2: Parameter of the P(Hs>h) distribution and of the base-height regression (Eq. 7)
of the sea storms

RON u w(m) aj9(m) | byo(hours) k; k,

Alghero 1.105 1.236 5.6 75 1.309 -0.35
Cetraro 0.903 0.568 3.3 69.3 0.903 0.032
Ponza 1.126 0.833 3.7 72 1.071 -0.13
La Spezia 1.007 0.698 3.6 74.25 0.997 -0.1

WAM u w(m) aip(m) | big(hours) k; k,

South-West Sardinia 1.138 1.22 5.21 102.39 1.162 -0.18
Civitavecchia 1.013 0.595 3.18 77.14 1.336 -0.34
Pantelleria 1.151 1.069 4.51 95.81 0.957 0.059
Genoa 0.963 0.481 2.7 80.8 1.228 -0.25
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Figure 2: The significant wave height distribution P(Hs>h) for the examined location
along the Italian coasts.
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Figure 3: Actual storm (evaluated though the WAM) and the relative EPS storm
for the some location along the Italian coasts.

3.2 The return values and mean persistence over the threshold for the Italian sea

Figures 5 and 6 show the return period R(Hs>h) in the considered location trough the RON
buoys and the grid of the WAM. Moreover, Table 3 gives the threshold of significant wave

height for fixed value of R(H,>h) and the related persistence D (%).

Considering lower threshold of return period R(H>h), the data of RON buoys processed for
the examined locations gives significant differences only for Alghero, characterized by the
highest values of H, at any value of return period. Those are the working conditions for a
device or any type of structure at a fixed location.

In Alghero, every 1 year in average a storm with maximum significant wave height greater
than 7.2 m is realized. This value of significant wave height is overcome for about 9.5 hours.
In La Spezia the threshold of maximum significant wave height will be 4.7 m for the same
return period. Through the analyses of WAM data the differences among different locations
are greater at every value of return period, confirming the Sardinia the heaviest sea. The
persistence over a threshold are greater than those achieved through the data of the RON at
any threshold.

Considering higher threshold of return period R(Hs>h), like 100 year, which can be assumed
for the design of the structure, the value of the extreme significant wave height in the most
severe sea storm is quite different among all the locations. The most intense events with
return value of 100 years will occur in the west coast of Sardinia, and in Cetraro and
Pantelleria.
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Figure 4: Normalized bases versus normalized height of the highest sea storm in the time
of observation (Table 1) for the examined location along the Italian coasts.
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Table 3: Significant wave height for fixed threshold of the return period R(H,>h) and the relative

D(h)
Data R(H.>h)=1 year R(Hs>h)=5 years
RON h (R) [m] D(h) [hours] h (R) [m] D(h) [hours]
Alghero 7.15 8.35 8.86 6.49
Ponza 4.70 7.82 5.79 6.10
Cetraro 4.80 9.10 6.27 6.94
La Spezia 4.74 9.01 6.01 6.96
WAM h (R) [m] D(h) [hours] h (R) [m] | D(h) [hours]
Civitavecchia 3.97 9.45 5.03 7.31
Genova 3.48 10.42 4.50 8.00
Sardinia 6.42 11.66 8.00 8.99
Pantelleria 5.59 10.66 6.92 8.25
Data R(H;>h)=10 years R(H;>h)=100years
RON h (R) [m] D(h) [hours] h (R) [m] D(h) [hours]
Alghero 9.57 5.91 11.87 4.49
Ponza 6.24 5.56 7.70 4.24
Cetraro 6.91 6.26 9.03 4.58
La Spezia 6.55 6.31 8.32 4.73
WAM h (R) [m] D(h) [hours] h (R) [m] | D(h) [hours]
Civitavecchia 5.48 6.64 6.96 5.00
Genova 4,93 7.24 6.35 5.39
Sardinia 8.64 8.15 10.72 6.16
Pantelleria 7.47 7.49 9.22 5.68

4. Conclusions

In the paper the long-term analysis is proposed for waves in the Mediterranea Sea. The results
are useful for design of wave energy devices as well as for wind farms, when extreme waves
are required to determine the extreme loads. The analysis has been done by considering data
from italian buoys network and data from numerical simulation in the Mediterranean Sea.

The Equivalent Power Storm (EPS) model has been applied, which represents any actual
storm by means of two parameters, characterizing the intensity and the duration of the storm.
For different values of the return period R, the return value of significant wave height has
been calculated. It is useful for design condition, if the largest values of R are considered (for
example 100 years) and for operational condition (R=1, 5 and 10 years). In both conditions,
an additional parameter has been calculated, which gives the mean time in which the
significant wave height remains over a fixed threshold (in the storms in which that threshold
is exceeded).

The latter may be representative of the downtime, if the threshold of significant wave height
is fixed equal to the maximum value that may be accepted for maintaining of operational
condition of the devices.
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Figure 5: The return period R(Hs>h) and the persistence 5(/1) for the examined Italian RON buoys.
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Figure 6: The return period R(Hs>h) and the persistence 5(/1) for the examined Italian location
analysed through the WAM model of third generation.
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Abstract — Tidal currents are a resource of great potentiality and not yet fully explored. Several efforts
have been made to exploit these resources, but the costs associated to the deployment of tidal plants in
marine environments are usually too high. The aim of this work is to present a system able to handle
with the above mentioned problems, through the development of a particular hydrokinetic turbine
design. In previous works, the authors described a basic turbine configuration achieving interesting
performances, although some operational inconveniences were detected, reason why those problems
have been faced and the solution optimized and redesigned. As a result, a new design of the turbine is
proposed, consisting of a double rotor spinning in opposite directions in order to balance the induced
mechanical torque. From preliminary evaluations related to the Messina Strait tidal cycles (Punta Pezzo
site, RC, Italy), a single 12 m diameter turbine can supply a power of about 500 kW with a peak current
speed of 3 m/s and deliver up to 450 MWh/year.

1. Introduction

There are several ways to harness the energy from renewable sources like wind or water,
mainly converting the kinetic flow energy into electrical power [1-8].
The main challenges are: high efficiency and low environmental impact, with reasonable costs.
Due to their significant dimensions, the wind turbines have a significant visual impact. In order
to reduce this disadvantage, the offshore installations are more often implemented [5], but a
good cost/benefits ratio is actually achieved only in shallow waters, not too far from the coast.
A convenient alternative is to shift the attention from wind to water, in order to take advantage
of the higher fluid density allowing higher power outputs with smaller size turbines.
These turbines can be interesting for a number of reasons:
- lower visual impact, since they are installed underwater and just buoys and/or floating
structures are visible, also to ensure a safe navigation;
- reduced risk for fauna: the low rotational speed and number of blades, together with
large diameters, allow the fishes and marine species to pass through;
- predictability of tidal currents speeds and ranges (seasonal intensity and directions) are
easy and definitely available, unlke the wind resources;
- exploitation of the sea energy resource , due to its predictability, may provide an
electrical output of better quality, as to be able to balance agamst the wregularity of wind
power.

In literature many examples of marine turbines are present. To date, these turbines are yet under
mvestigation [6] mainly by fluid dynamic calculations and modeling.
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The state of the art in this field is today at an experimental stage and only a few devices have
been assembled and tested in real conditions.

The main challenges are to improve their efficiency and reduce the costs. For the first goal, each
solution, depending on the turbine type (horizontal or vertical axis) or geometry (Kobold [7],
Darrieus [8]) chosen, could be optimised by the theoretical efforts described above and by the
possible test in appropriate scale.

The second goal is harder to achieve: the installation of traditional off-shore devices is
considerably expensive, time consuming and requires high skilled personnel. The installation
of on-shore systems is significantly cheaper, simpler and faster.

In previous works [9-11] a turbine moored to the coast by a steel rope was introduced. Its
peculiarity was the use ofa deflector which reduces the various hydrodynamic forces involved
into a single tensile stress along the rope. Such machine was useful for sites with right
bathymetric profile, and high current speeds. Many sites around the world are characterized by
the presence of water currents with velocities greater than3 m/s [3-4]. The proposed installation
is however intended for working at Punta Pezzo, in the Messina Strait.

In this paper a further development of this machine is described involving a different torque
balancing system together with a visual mmpact reduction.

2. Single Rotor Tidal Machine: Operating Principle

In previous works [9-11], an innovative tidal machine, able to operate in a power plant whose
foundation was placed directly on the coast, has been set up. In the two following sections the
main steps summarizing the machine characteristics and its design procedure will be deployed.

2.1 Description of the system

The system has been set up in a simple way considering the possibility to operate with a turbine
moored to the coast by a steel rope.

Fig. 1 and 2 show the main views of the single rotor machine. It is moored to the shore by a
tensile cable led by a rigid rod. The equilibrium is ensured by a deflector connected to the stator.
The forces acting on the deflector (L; lift and D; drag) and (T) due to the rotation of the turbine
combine in aresultant that tightens the rope (see Fig. 1).

Key

; v, =tidal speed

L= deflector lift

D, =deflector drag

h T =rate of change of momentum inthe
axial direction

R =resultant

1 =rotor

2 = deflector

3 =rope

4=anchoringarm

Figure 1: Scheme of the prototype, showing the balance of forces.
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Figure 2: Scheme of the prototype, showing side and frontal views.

Figure 2 shows the overall machine design (frontal & side views). The torque acting on the
turbine rotor is fully counterbalanced by the effect ofa buoyant system. The buoyant system is
connected to a floating structure which hosts the generator/alternator. The rotational motion is
driven to the generating device by a drive shaft with a bevel pinion connected through a
sprocket. In addition, a rigid frame (see Fig. 2) has been implemented in order to connect the
rope to the turbine vertical diameter and ensure the vertical equilibrium.

The turbine weight and the sustaining effect of the buoyant system produce a stabilizing
momentum opposing to the one developed by the blades’ thrust. The vertical deviation has been
estimated in an angle of few degrees, which would have not significant effects for the energy
conversion.

The system has been designed to work in sites where the current periodically changes direction.
When a tide inversion occurs, a special device rewinds the rope, so that the turbine moves from
position I (see Fig. 3) to the positions 2 and 3 without changing the angle 3;: it allows the rod to
rotate, so the turbine passes through the positions 4 and 5. Finally the rope is released, so the
machine, passing to the position 6, finds a new equilibrium in position 7, with an angle [,

turbine

current
PR -
— N
B e B ]
1 N p \\ 7 7
Lo~ 4 I
Ll e / N L h=Lsinp
2 Ogy 6
3 Bl Bz S
7,

coast

Figure 3: Turbine equilibrium positions varying with the motion of tides.
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2.2 Previous results

In order to design machines able to provide hundreds of kW it is necessary to choose values of
diameters between 10 and 20 m and to ensure that the turbine works at variable rotational speed
and, then, at constant values of A.

According to the Betz theory [12-15] and assuming that the turbine always works at its best
operating condition (input and output speed equal respectively to 2/3 —1/3 ofthe unaltered flow
velocity v,), the forces mentioned in paragraph 2.1 can be calculated through the following
equations:

4
T = pA,,v(v— V)= §pArotV§ (1)
1 2 Y
Dr = EpCD[E voj ADeﬂ (2)
1 2 Y
Lr :EIDCL gvo ADeﬂ (3)

In the previous equations 4 p.s indicates the deflector area, 4,,; the blade disc area, C;, the lift
coeflicient and Cp the drag coeflicient.

The resultant assumes the angle S with reference to the coast (see Fig. 1). This angle
characterizes the system because it never changes, but it depends only on geometrical
parameters.

The equilbrium equation is given by:

(7 + D,)Lsin(fB) = L.L cos(f3) 4)
Through the equations (1), (2) and (3) the equilbrium equation becomes:

2 2
4 1 2 1 2
|:9 PA,, VZ + 5 PCh [5 Y, J ADeﬂ:| tan(B) = 5 pC, (g V{;j ADg/l (5)

Finally, introducing in eq. (5) the deflector efficiency £ and developing the rotor area A4,,;, the
position angle f depends only on the geometrical parameters as shown in the next equation.

2

2 Dl'
2%1)6 (1 —7] tan(8) = CLADE_/,(I _ tanlgﬂ )) (6)

e

The position angle £ is an important design parameter since it allows to set up the turbine
internal diameter (D;), the disc area A4,,,and then, together with other factors, the power P ofthe
turbine once the external diameter D, is fixed (see eq. 7).

3

P, =1,1,C, (A4, (ﬂ)p%” (7)

The power curves, related to 4 different current velocities, of a turbine with an external

diameter equal to 12 m and a C, coefficient equal to 0,48 change with the £ angle as shown in
Fig. 4.
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Figure 4: Power curves.

The optimal angle associated with the maximum power, is always 11° regardless from the
considered velocity range.

The blades design defines the rotor geometry. For this purpose an appropriate blade profile, the
value of the tip speed ratio A and the number of blades z must be chosen. Once the latest
parameters are set up, through the relations of optimal blade design (8), (9), (10), (11) it is
possible to obtain the variation along the radius » of two main parameters: the chord c and the
angle of attack ,[15]:

N 2 8/9
AC, 2
’ \/4+/12y2{1+222} (®)
9 921
'Bp :¢_ap )

¢=arctg 72 (10)
ﬂ,u[l + 79/12”2 j
2
p= Er (11)

At this pomnt it is necessary to choose the tip speed ratio A value and the number of blades z.
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Figure 5: Application chart.

For this purpose, the turbine application chart, shown in Fig. 5, [10-11] is useful to calculate the
best values of 4, z. The area surrounded by the black line is defined considering that:

1. very high values of 4 indicate too thin blades unable to resist the stresses acting on them;

2. very low values of 4 indicate an excessive overlapping ofthe blades profiles placed around
the hub;

3. the number of blades z must be greater than 2;

4. a higher number of blades z is profitable (and then allowed) only if it generates incomes
higher than the costs.

The area shown in Fig. 5 is discretized in a finite number of cells by changing A with steps of
0,5.

To calculate the system energy output it is necessary to know the speed distribution of the
streams in the considered site. According to the data supplied in 2008 [16], the hourly current
speeds distribution for the Punta Pezzo site has been deduced, and shown n Fig. 6.
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Figure 6: Hourly currents speeds distribution.

Now it is possible to calculate cell by cell, the C, [14] value and the Vigmy value [10-11],
depending on A and z (see Figs. 7a and 7b).
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Figure 7a: Cp curves. Figure 7b: Cut in velocities.

For each class of velocity represented in Fig. 6, it is possible to calculate the cubic average
speed, by considering only values greater than Vs, , and the turbine power as indicated in
equation 7.

The energy output yearly produced for any given configuration (4, z), can be calculated by
summing the energy of all the velocity classes v;displayed n Fig. 6:

1
> P(v)A;, == P11,Cr (L)) VAL V2V, (4,2) (12)

year year

The cell producing the best energy output (among those displayed in the application chart) fixes
the design parameters A, z.

3. Double Rotor Turbine Outline

The new machine (see scheme in Fig. 8) is arranged by a circular stator implementing two
rotors (inside and outside). The two rotors blades are designed in order to allow:

e the same rotation speed but in opposite directions;
e the same torque acting on each rotor.

Figure 8: Working scheme.
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Architecture of the machine

The two rotor implementation allows a balanced system working without any torsional effects.
The compact stabilizer keeps the machine in vertical position at a constant level from the sea
surface, as shown in Figs. 9 and 10.

Figure 9: Views of the new turbine.

1. stator

2. inside rotor

3. inside rotor blade

4. outsiderotor

5. outsiderotor blade

6. level stabilizer

7. level stabilizer support

8. retaining systemstator connector
9. deflector support

10. retaining systemconnector

11. deflector

12. retaining to rope connector fixture

Figure 10: Main parts of the turbine.
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Inside each rotor there are several permanent magnets, coupled with their respective coils
located inside the stator, which movement will generate the magnetic field needed for
producing electricity (see Fig. 11).

Improvements compared to the old configuration

Several features have been developed and implemented for this new machine:

1. the stabilizing system is now easier and lighter, without any widefloating structure
(suspended by buoys), as shown in Fig. 2, but just a simple level stabilizer (see Figs. 8, 9);

2. no mechanical devices are now needed to convert mechanical energy into electrical one: a
permanent magnet generator is implemented directly on the machine (see Fig. 11);

3. no mechanical transmission, no pinions or gearboxes needed to transfer the motion for
producing electrical energy, and, consequently, no mechanical losses are present. The
electrical energy produced is driven to the nverter by cables.

1. ball bearing;
2. colils;
3. permanent magnet;

4. o-ring;

Figure 11: Permanent magnet generator.

3.1 Rotors dimensioning

The calculus procedure is the same defined in the previous works [10-11]. However, in this
specific case the turbine is arranged by two rotors working together to achieve a better
equilibrium. Each rotor is designed with the equations (8), (9), (10), (11) once the parameters 4
and z are fixed. Therefore those parameters for both the rotors are to be considered.

Determination of the tip speed ratios A;, A2

In order to design the rotors it is necessary to fix some criteria. With the aim to have two
electrical generators rotating at the same speed and considering the mechanical balance above
described, the main criteria are as follows:

e the rotors must rotate at the same speed in opposite direction;
e the torques acting on the rotors must be the same.
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Therefore the powers developed by the two rotors are the same. In the following equations the
above criteria are deployed:

P=P (13)
S PCP() A} =2 pCp(3a) Auv; (14)
Cp(/ll)Al = Cp(ﬁz)Az (15)

The power coefficient expression comes from the vortex cylinder theory combined with the
Prandtl’s theory [15]:

2
16 , p) 0,93
Cp = — | exp(~0,3538- 124 ——} l-— 16

27 { E, 2y A2 +0,445 (16)

By combining equations (15) and (16) and developing the blades areas A; and 4,:

2 2
2y 2 2
{exp(—0,3538 ) 11—1,2946) _i} 1- 0,93 ) IZ'(DE D;, ) _ {exp(—0,3538 ) 12—1,2946) _ ﬁ} 1- 0,93 ) E(Dm D; ) (17)
E, |z 2 +0445 4 E, | 2,2 +0445 4

Considering that:

u; mD,

i_vo_ vo _ D,
A, u, mD, D (o

m

Vo Vo
or developing with respect to the intermediate diameter D,,:

A
D, =22D, (19)

m
1

and taking mto account the design diameter ratio:

D r 20
D, (20)
or:

D, =D, 1)

the equation (17) becomes:
A h_ .

EE ol
exp(—0,3538-/11‘"29“)—ﬂ[l— 0.93 ] : A ={exp(—0,3538-ﬂz1’2946)—}7}[1 093 } . ! (22)

E, z4J A +0,445 4 » 2y A2 +0,445 4
1 2 2

Once the value of 4, (external rotor), the blades number z; and z,, the external diameter D,, the
internal diameter D; and thus the ratio » are fixed, through the last equation it is possible to
calculate the value of A, (internal rotor).

The couple of values of 4, z, through the equations (8-11), determines the design of the blades
for each rotor.
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The input of the design procedure is then: the tip speed ratio of the external rotor A; the number
of blade z of each rotor (normally chosen z;=z;), the external diameter D,, the diameter ratio »
which depends on the position angle £.

The external diameter D, is a free parameter: it is chosen according to the possibility to install
the turbine near the coast in deep waters. For the choice of the internal diameter it is necessary
to calculate the power curves shown in Fig. 4: the best power implies an optimal position angle
S and then an optimal diameter ratio Di/D, (see eq. 6).

Finally on the application chart of the double rotor machine it is possible to look for the cell
producing the maximum energy output and so to determine the blade design parameters (4, z).

4. Results

The turbine design starts from the choice of the parameters (4, z) on the application chart (see
Fig. 12).

A
z (05 |1 1,5 |2 25 (3 35| 4 45 (5
3
4
5 | Geometric constraint
6 Structural constraint
7 Economic constraint
8 I
9 I
10

Figure 12: Application chart double rotor turbine.

The above mentioned constrains (geometric, structural and economic) cancel the inadmissible

configurations (A, z).
In this chart [17], the geometric constrain is fixed by considering that:

- the chord variation occurs without excessive gradient between the blades tip related to
the internal rotor and the blades hub related to the external rotor;
- only a difference of 0,3 meters between the two chords above can be allowed.

The structural constraint defines a knock out area for all configurations (4, z) inducing stresses
on the blades higher than the admissible limits for a given material.

The economic constraint is deduced by evaluating if the costs increase required for producing
one more blade, nvolving a higher energy output, is covered by higher incomes.

The chart is drawn up by considering the operating cells ofbothrotors. The black lines surround
the white cells of the external rotor while the dashed gray lines surround the white cells of the
internal rotor (see Fig. 12). It is necessary to determine the best energy output among the cells
pertinent to the internal rotor and among the cells pertinent to the external rotor.

The energy output is calculated cell by cell by integrating in a year the value ofthe power P(v)
relative to the speed ranges of the considered site,

E(L,z)= J.P(v)dt V2V (23)

year
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The tidal velocities change with the time t according to the following harmonic series [16]:

V(t) =Asenat + A,senm,t + A;senast + A,senayt + Assenat + Asenayt + A,sena.t + Agsenayt (24)
where the values 4; and @; depend on the chosen site. The calculus ofthe integrate (23) is done
by considering values of velocity greater than the turbine startup velocities which depend on the
values (4, z) as shown in Fig. 7.

Fig. 13 shows the energy output level curves obtained for the Calabrian site of Punta Pezzo,
located in the Messina Strait. Each curve represents a specific energy level per unit of blade
area. The curves are useful to point out the best values (4,, z;) for the external rotor.

energy level curves
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Figure 13: Contour plot.

Obviously the value of A, (internal rotor) depends on the value of 4; (external rotor) according
to the equation (22). Then, by imposing the same number of blades (z;=z;) it is possible to
determine the optimal energy output of the whole machine.

In Fig. 13 these values are highlighted. The best value of 4; (external rotor) is equal to 2.5 and
the best number ofblade z; is equal to 7. The energy output related to this configuration is 5996
kWh/n?. Therefore the values for the internal rotor are: A, = 2, z;=7 with an energy output of
5685 kWh/nt’.

Once the value of C, is known, regarding to the best configuration above calculated, it is
possible to draw the power curves by changing the position angle £.

256



S. Barbarelli et al.

Double rotor turbine power curves
D,=12m v,=3m/s

500,00 Te-q=-=Fesye-a=eepe=qesspesqesspespesqseepesyesepesyesoeeepe=y
..........
475,00
450,00
425,00
400,00
375,00
350,00
:
325,00
! \
300,00 \
¢ 275,00 \
4 250,00 .
P
= 225,00 ; ape i e tWO rotors
£ 200,00 i S < -3 = = one rotor
175,00 i
U N,
150,00 - i
L S
- i
125,00 7 e NG
100,00 += lbead N Nt
) " N
~ \
75,00 +-44 " N-
~! N
50,00 <IN
25,00 R
~i
0,00
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90
Bl

Figure 14: Power curves.

Fig. 14 shows the power curves of the two rotors (internal and external) by considering an
overall turbine dimension of 12 m. The area of each rotor is calculated by estimating the
mtermediate and internal diameter according to equations (19) and (21).

In this last figure it is possible to see that the maximum value, corresponding to a power 0f430
kW, is obtained for a f equalto 11°. The optimal value of £ allows to calculate the diameter
ratio 7, and then the internal diameter D; and the value of each disc area. Table 1 reports the
main parameters related to the turbine focused i this work.

Table 1: Design parameters.

Parameter Symbol value
external diameter D, 12,00 m
mtermediate diameter D, 9,73 m
mternal diameter D, 6,63 m
external rotor area A, 38,74 m’
mternal rotor area A; 39.83 m’
external rotor tip sped ratio A 2,5
mternal rotor tip speed ratio A 2
external rotor number of blades Z; 7
mnternal rotor number of blades Z, 7
position angle yij 11°

The plant to be installed with the parameters above is able to produce 464.000 kWh/year with
an economical revenue 0f150.000 €/year. By considering an initial investment of700.000 € the
payback time is equal to 5 years.
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5. Conclusions

An important step in the development of a tidal kinetic machine prototype has been achieved.
Unlike the first model the new turbine is lighter, easier to operate and it doesn’t need an
excessive maintenance. The operating principle is the same as the previous configuration: the
turbine is moored to the shore by an extensible steel rope and it can reach an equilibrium
condition thanks to the presence ofa central deflector able to convert all the forces acting on the
turbine into a single resultant force aligned with the rope.

The implementation of the two rotors is an innovative element that allows equilibrium in the
vertical plane by counterbalancing any torsion effect.

In addition, the built-in permanent magnet generator eliminates further complexity. This way,
the system becomes simpler, with even lower environmental impact and requiring fewer
economic resources for its implementation and maintenance.

Further studies will be carried out for improving mechanical features such as bearings, seals,
materials, connections and so on.

Anyway, the energetic evaluation relative to a pilot plant at the pier of Punta Pezzo (strait of
Messina — Italy) does not change substantially referred to the one carried out in the previous
work. The energy output is estimated around 464.000 kWh/year with annual incomes of
150.000 € and payback time of 5 years.
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Abstract — Ocean wave energy is a renewable source which is potentially able to be harnessed for
conversion into electrical power grid. In the number of the technologies proposed in the last decades, the
Oscillating Water Column (OWC) is to be considered as the most mature solution as demonstrated by the
numerous plants operating around the world. Although there are no size parameters affecting the OWC
rated power, the size of the on-duty plants is usually about 0.5 MW. This circumstance is due to the
definition of a design standards developed for particular open-ocean sea conditions (i.e. specific power
level of 30 - 40 kW/m of wave crest). When looking at the Mediterranean sea states, the lower wave
energy content demands for a small-scale rating of the conversion system and for a revisited design
concept.

To this end, this work is aimed at comparing the performance of different self rectifying air turbines
designed by applying two-dimensional semi-empirical analyses. The base-line design solution is that of
the monoplane Wells turbine without inlet and outlet guide vanes. This standard has been compared
against a newly designed turbine configuration advocating the use of blade sweep as a mean to extend the
stall-free operations

The paper, finally, assess the performance of the designed small-scale OWC devices by using transient
simulation of the energy conversion chain from wave to wire in a Mediterranean minor island site. The
TRNSYS framework is proposed as an effective tool to simulate the integration wave-related non
deterministic power contribution to existing energy systems and networks.

1. Introduction

In the wide range of existing renewable energy sources, the wave energy production
technologies have had a great boost during the last thirty years. Among them, the technology of
Oscillating Water Columns (OWC) is well advanced, but the specific conditions of the
Mediterranean Sea and other factors, impose utilization constraints that require further research
and testing [1]. The wave energy features have an extremely high dependency on space (such as
sea bathymetry and sea-swell direction) and time parameters, although patterns of seasonal
variation can be recognized. As a consequence, to identify the best location to deploy a wave
energy farm, it is needed an accurate wave energy potential study [2].

One of the most promising self-rectifying air turbine for pneumatic-mechanical energy
conversion in an OWC device is Wells turbine, invented by A.A. Wells in 1976 [3], since it
maintain constant the sense of rotation, when airflow changes its direction.

The Wells turbine, during his working, is subjected to an oscillating mass flow rate, which
varies between zero and a maximum value, which in turns has an extremely large variation
from wave to wave and with sea conditions.
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In particular, the sea wave typical of the Mediterranean Sea, taken as base line in this study, are
characterized by small specific energy level, less than of the ocean waves. In this situation, the
Wells turbine presents problems both at low flow rate, negative output power and above a
critical value for the onset of the blade stall

In previous works [4,5] was presented a method to improve the resistance to stall ofthe turbine,
extending the operative margin [6], and based on the adoption of a modification of the blade
profile, called compound sweeping. The use ofa sweep angle ofthe blades deliberately controls
the lit distribution along the span producing an improvement on the turbine performance.
Several studies on the modification ofthe blade profile have beencarried out in the past [7,3,8].
The paper illustrates a simplified OWC model implemented in the TRNSYS [9] simulation
framework, in which the methodology correlates the power output of the system with the
geometry (swept compound) adopted for to improve the resistance to stall of the blade stacking
line of the Wells turbine, and also with thermodynamic and wave parameters.

The influence ofthe geometry of the turbine blades on the power output of the OWC device is
mnvestigated.

In the open literature several mathematical approaches have been proposed to model the
hydrodynamic of an OWC system, covering a wide range [10,11]. Remarkable contributions
have been provided by the Instituto Superior Tecnico of Lisbon that established the analytical
background in modelling the OWC hydrodynamics and pneumatic conversion forced by a
monochromatic wave in the time domain [12], or by random waves in the frequency domain
[13,14].

The sea-state data set used in this study were derived from the APAT national wave meter
on-line database [15] and taken from [2], in which the available wave energy content is
determined on different time periods, summarized in the Table 1. In particular these data
referred to the wave buoy located 1.3 km far from Punta della Guardia, in the south coast of
Ponza, on a sea depth of 100 m.

The data set with hourly distribution was extended to represent a typical annual behaviour.

Table 1: Ponza buoy characteristics and data [15].

Month H, [m] T,[s] Tmls] Dir[°N] |E, [MJ/m] P, [kWm]

Jan 0.9 73 41 2018 | 25636 2.9
Feb 09 48 35 160.1 1 896.5 2.4
Mar 0.6 57 40 2389 950.0 1.1
Apr 09 57 40 2123 | 26125 3.0
May 0.6 51 38 2296 1256.4 1.4
Jun 0.4 45 41 2238 340.6 0.4
Jul 0.7 53 45 2545 1480.7 1.7
Aug 08 54 47 2356 | 24138 2.7

Buoy model Sept 0.7 55 4l 219 1760.8 2.0

Datawell directional Oct 0.6 48 43 173.3 960.1 1.1

wavee MKI Nov 06 51 45 2137 | 10400 1.2

Position:

40°52°0.1°’N

120567607 E Dec 10 59 46 1867 3 5968 40

Water depth: 100 m

In Fig. 1 are shown the wave characteristics ofthe sea state of Ponza referring to the year 2003,
and there is represented the wave energy distribution over a year.
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Figure 1: Wave period and amplitude of the sea state of Ponza island in 2003 (left),
wave energy during a year (right).

2. Design of Wells turbine
2.1 Correction methodology for sweep angle

In order to extend the operative margin of the Wells turbine and to optimize its aerodynamic
performances for applications like Mediterranean Sea, the configuration of the blades can be
changed introducing the concept of sweep angle, which has had different definitions in the open
literature, spanning from the sweep of airplane wings to those of turbomachinery blades.
Raghunathan [3] defined a sweep angle for the Wells turbine: a blade section at a given radius
that is downstream of the adjacent blade section at lower radius has a positive sweep
(backward) and when it is upstream sweep is negative (forward). On the base of this meaning,
we have adopted the definition of the sweep as the angle between the radial direction and the
leading/trailing edge at each blade section [16]: the equivalent sweep angle is the mean value
between these two values.
On the base of this sweep definition also a straight blade with constant chord presents a sweep
angle variable along the blade span, decreasing from the hub to the tip and it is the same at
leading edge and at trailing edge if the mean chord line has the radial direction.
The sweep angle modifies the circulation because the perpendicular component of the relative
velocity at the leading edge changes and consequently also the Mach and Reynolds numbers
change, as:

Mgy = Mgy c0s Ay, (1)

Reg, =Reyg, cos iy, )
consequently the lift coefficient is reduced: the equation (3) explains the relationship between
the stacking line geometry and the spanwise distribution of the circulation [16].

C,
—==c08 Ay, 3)
LUSW
Consequently, the sweep angle modifies also the drag produced on the blade [4], that can be
written as [17]

2
CD(Z)ZCDI.(Z)+§[/(Z)~%+C[V 4)
where Cp;is the local induced drag which is obtained from the relation
C c
Co(2) =2 ey -2} )
a
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and Cprmeasures the form drag and skin friction, ie., the viscosity effects.
The coeflicient

a=27-c08 Ay, - %Zﬂ'-JZARCOSﬁEQ (6)

*COS Ay

is the lift slope whereas

2
g, tgh,
w(z)= 1+[27[.M.2J _zﬂﬁz (7)
Ao Ao
is the mterpolation function and
AR
Q=2-
2¢c0s Ay, (8)

is the downwash factor.
Crusv and Cpy are carried out via Xfoil 6.94 [18] at each section in which the turbine blade is
divided and the correction due to the presence of sweep angle is implemented. Xfoil is an
interactive program mostly used for the design and analysis 0of2D subsonic isolated airfoils and
it is apublic domain by Drela and Youngren [18,19] and the 3D blade geometry was derived by
stacking 2D blade section data using these viscous analysis options.
Based on this consideration, each blade section is considered as an isolated aerofoil and the lift
and drag forces can be resolved into the axial and tangential force components, that the relative
coefficients (C,x and Cp) [20] read as:
C,o=C, cosp +C,sinpf, 9)
C,, =C,sin g, —C, cos f3, (10)
The total turbine torque and power generated by the Wells turbine with the sweep correction
described over are:

T
C, =
’ p hlZ}" (U)721id +ij) (11)
a mid
Cc - ApQ
ax 2 2
p hlZV (Umid + vax ) (12)

2.2. Turbine configurations

For the turbine design it is necessary to impose some operative parameters, sea wave period and
the time varying law for the volume flow rate. The requirements on rotational speed and casing
diameter are driven by the need for a compact unit. Others choices have to be done regarding
the turbine dimensions, as hub to tip ratio, number ofblades, blade chord, tip clearance [21,22].
The designparameters ofthe turbine considered in this study are summarized in the Table 2 and
they are the same for straight and swept compound configurations.

According to sweep definition, for this investigation the straight blade presents a backward
sweep angle that decreases linear from 16.88° at the hub to 7.3° at the tip.

The swept compound blade geometry [4] has been obtained by prescribing, as given in Fig.
3(a), the sweeping forward of those blade sections in the span fraction (from the hub to
midspan) where is required an increase of the circulation, and the sweeping backward of'the the
blade approaching the tip in presence of a spanwise reducing circulation. The value of the
sweep angle decrease from 17.94° at the hub to 12.87° at 0.3 span fraction; in the 0.3-0.5 span
fraction interval the angle varies from 11.74° to 10.79°; from midspan to tip the angle decreases
from 35.71° to 26.62°.
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Table 2: Design parameters of Wells turbine.

Turbine Characteristics -
D Casing Diameter 0.75 m
Blade Profile NACAO0015 -
n Angular velocity 3600 rpm
X Hub-to-Tip Ratio 0.43 -
c Blade Solidity 0.4 (st) /0.7 (sw) -
Z Blade Count 7 -
1 Blade Chord 0.095 (st) / 0.101 (sw) m
Per Critical pressure 3158 Pa
Poom Nominal Power 15 kW

Fig. 2 shows the shape of the two blade configurations considered in this investigation and the
corresponding power curves.
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Figure 2. a) Straight and swept compound blades; b) Characteristic curves, power (left) and torque
(right). Solid line: straight blade, dashed line: swept blade.

3. Transient model of wave energy conversion

In this investigation is used the TRNSYS software simulation to evaluate the productivity of a
device installed onPonza Island in the Mediterranean Sea and to evaluate how the power output
of the plant depends from the geometry of the turbine blades.

TRNSYS [9] is a transient systems simulation program with a modular structure and each
module contains a mathematical model for a system component.
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The TRNSYS engine calls the system components with a specified sequence based onthe input
file and iterates until the system of equations is solved. For the present study the TRNSYS
model of the OWC power converter is made by three original components developed to
simulate, respectively, the OWC chamber and the two configurations of the Wells turbine. The
chamber component requires as input the sea state characteristics, like wave period and
amplitude, and computes the magnitude of the instantaneous air pressure evolution in time,
which is communicated to the turbine component for the evaluation of its performance.

3.1. Hydrodynamic equations model of the OWC

In the pneumatic energy conversion model introduced in the TRNSYS framework the
hypothesis taken as baseline are: idealized adiabatic and reversible filling-discharge processes
[23], the air considered as a perfect gas and the thermodynamic state within the chamber
assumed uniform for all the time.

As first proposed [24], the air pressure fluctuation in the OWC chamber is approximated by
means of a simplified algebraic law depending on the chamber geometry (a,b,h,Vy), the air
thermodynamics (pa, pa, ¥) (Tab. 3) and the wave quantities (A, T,®,k). This functionreads [24]
as:

- B 2bwAsin(ak)/ k 0.05a +0.45
p(t) = pFwaaveﬁhamber - B 2 2 ' O O79T +O 4223
(2,uba)szn (ak) +KJ J{ a)VOJ D+ U (13)
gpk P 7 P,

It is worth noting that in (13) there is a dependence by the wave period Ty, only, instead for
characterizing the chamber geometry it was used the chamber length a.

Table 3. Thermodynamic values of the air.

Thermodynamics -
Pa Atmosferic pressure 101325 Pa
Pa Air density 1.25 kg/m’
Pw Water density 1025 kg/m’
Y Specific air ratio 1.4 -

In order to correlate the pressure inside the chamber and the power output ofthe system, it may
write [13]:

= f (¥) (15)
where
p
|
panZDZ (16)
P
N=—"
D (17)

are dimensionless coefficients of pressure, power and flow-rate respectively, while D is the
outer turbine rotor diameter, n its rotational speed, P the power output and 7 the mass flow
rate.

The variable p, is the reference density computed as the stagnation density at the turbine
entrance [23].

Into the OWC chamber model has been used the (13) for evaluating the pressure inside the
chamber.
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The function f, in (13) depends on the geometry ofthe turbine, but not on its size and rotational
speed. For these reasons, in the present work f, is approximated with a second-order
polynomial:

IT=c¥’+c,¥ +c, (18)
in which the coefficient ¢;, ¢, ¢; are depending by the blade configuration, straight and
compound swept [4] blades, and by the region in which the turbine is working, pre-stall, stall
and post-stall regions. For obtaining these coefficients the correction due to the presence of the
sweep angle was introduced in the computation of the power ofthe turbine and consequently in
the power output of the OWC device. The power-pressure curve, from which the coefficients
(Tab. 4) of the (18) are taken, is shown in Fig. 3.
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Figure 3: Pressure-Power curve; solid line: straight blade, dashed line: swept blade.

Table 4: Coefficients for different family of Wells turbine.

Straight blade Swept blade
Pre-stall region | Stall region | Post-stall region | Pre-stall region | Stall region | Post-stall region
C] 0.6878 -39.305 -175.3 0.7166 -27.082 -84.111
C2 0.019 2.3727 11.316 0.0197 1.6065 5.2242
C3 -0.0002 -0.0347 -0.1817 -0.0002 -0.0228 -0.0801

3.2. The testcase of Ponza island

The TRNSYS OWC model is used to evaluate the productivity of a device installed on Ponza
Island in the Mediterranean Sea, with the data presented in the Fig. 1 and Tab. 1.

In the Table 5 are summarized the input data, the sea reference conditions and the dimensions of
the chamber used for the TRNSYS simulations.

266



M. Bassettiet al.

Table 5: Input data: OWC chamber dimensions and wave reference conditions.

Sea Conditions (units)

H, Significant Height 1.1 m

T Period 5 s

Q Max Volume flow rate 8.2 m’/s
H Water depth 50 m

Chamber Characteristics -
A Chamber lenght 4 m
B Chamber width 2 m
Vo Chamber Volume 16 m’
4. Results

The performance of the two Wells turbines are summarized in Table 6: the power available with
the sweep blade is slightly reduced with respect to the straight blade. Table 7 and Figure 5
show, instead, the rise ofproductivity with sweptblade especially with low wave power, typical
condition of Mediterranean Sea. This fact can be seen also in pressure-power curve (Figure 4)
where swept blade curve has a bigger power coefficient than the straight blade at the same

pressure coefficient before stall.

Table 6. Power output for straight and Swept blade.

Prax (kW) | Poy (kW) | M
Straight blade 17.61 6.52 0.89
Swept blade 16.28 6.52 0.87

Table 7: Productivity at different power levels.

Duty Duty
Energy | time up |Energyup| time up | Energyup | Duty time
up to to 10% t0 35% | t0o35% | to50% |up to 50%
10% Poom|  Puom Poom Piom Prom Prom
(kWh) | (hours) (kWh) | (hours) (kWh) | (hours)
Straight blade 56555.41 5357| 52011.33 3941| 48043.24 3325
Swept blade 56506.87 5463 | 52038.07 4050 | 48220.88 3448
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Figure4: Frequency distribution of power output for straight (solid line) and swept (dashed line) blade.

5. Conclusion

A model for OWC device coupled with a Wells Turbine was developed.

The hydrodynamic model of the pneumatic conversion of the wave motion into the pressure
inside the chamber ofan OWC was described, correlating it with the power output ofthe device.
The corresponding equations implemented in a TRNSYS program were also shown.

A stand alone power system located in the island of Ponza is takenas a test case, to simulate and
evaluate the different productivity of an OWC coupled with the two different Wells turbines
considered. The results ofthis study show that though the Wells turbine with straight blades has
a higher power output, the swept compound turbine presents a longer duty time that is more
useful for a stand-alone application like the test case considered, in particular for the sea state
conditions characterized by a low energy density like the Mediterranean Sea.
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Nomenclature
A Chamber length, m
B Chamber width, m
AR Aspect ratio
CaxPower coefficient

Cyp Torque coefficient
C. Lift coefficient of a blade
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Cp Drag coefficient of a blade

Cq Drag coefficient of an aerofoil

C, Lift coeflicient of an aerofoil

D Outer diameter of the rotor, m

Hs Significant height of the wave, m
k wave number

[ blade chord, m

n rotational speed

M mass flow rate, kg/s
p pressure, Pa

P power output, W

Q volume flow rate, m3/s
r radius, m

T Wave period, s

Z Number of blades

Greek symbols

f1 incidence angle

¢ hub to tip ratio

AEp equivalent sweep angle
p density

o blade solidity

n efficiency

Subscripts and superscripts
a Air

av Average

ax Axial

€ Tangential

0 Isolated aerofoil

max Maximum

mid Midspan

nom Nominal

sw Swept

usw Unswept
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Abstract — Roadmaps have been an important policy instrument to promote the development of clean
energy technologies, as it is the case of marine energies in the last 5 years. However, most of the
roadmaps have missed their own proposed goals, due to a lack of sensitivity analysis to uncertain
parameters, reducing their effectiveness as a policy mechanism.

This paper presents a new threefold methodology to develop technology roadmaps that are flexible
enough to deal with the uncertainties by: 1) assessing the uncertainty of different parameters and its
impact on roadmaps; 2) analyzing different scenarios corresponding to different combinations of
uncertain parameters; 3) monitoring the progress of the roadmap using a list of key indicators and
automatically update it according to the scenarios previously defined.

The methodology was applied to development of a flexible strategy to aid policy makers to promote
marine energies in Portugal, contributing for the country low carbon energy strategy and the economic
development.

1. Introduction

Portugal is today one of the European and world leaders on electricity production using
renewable resources. The 51% share in 2010 corresponded to the 4" place in EU-27 [1], mostly
due to hydro and wind resources. But the government is aiming to achieve 60% in 2020 [2],
following the European strategy for energy and to attain this goal, it is necessary to diversify the
renewable resources portfolio for electricity production.

From the set different renewable resources for electricity production, marine energies (wave,
tide and offshore wind) have a large potential of application in Portugal. All together, these
energy resources may contribute with at least 20 TWh/year of electric energy, which represents
40% of'the actual consumption [3]. Over the last 30 years, Portugal has been on the front edge
of marine energies researchand development: the first wave power plant (400 kW) in the world
that was connected to the distribution grid was built in 1999, the CAO central in Pico, Azores;
the first wave power plant (2.25 MW) in the world selling electricity to the grid was in
operation for few months in 2009 in Agucadoura; and the first deep offshore 2MW wind
platform has been in operation in Agucadoura also since November 2011.

Figure 1 presents some pictures of these experimental mstallations in Portugal

This has been the result of having more than 30 R&D institutions developing activities in all
different areas of the system: resource mapping, environmental impact, plant design,
production system design, materials, control systems, grid connection. Inthe beginning 02009,
these institutions have launched a collaborative network to increase synergies in order to
maintain Portugal in the forefront of marine energy systems, not only in terms ofresearch, but
mostly to push the developments to the industry and the market.
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a) CAO Central, 1999 b) Pelamis, 2009 ¢) Windfloat , 2012

Figure 1: Experimental marine energy installations in Portugal.

And to accomplish this vision, one ofthe first tasks was to define a common national strategy —
a roadmap - that indicated the research, industrial and policy guidelines to promote the
leadership of Portugal in the utilization of marine energies for electricity production.

Other European countries have already defined their own agenda in this field for the next
decade. United Kingdom published a strategic roadmap [4] that aimed for the deployment of
competitive 2GW of generation power using marine energies. This will be achieved through an
aggressive action plan matching R&D, policy making and funding collection. However, the
plan is rather generic. It does not discuss the uncertainties around the different dimensions
(technical, commercial and political) and their impact on the roadmap implementation; it does
not consider ways to assess its implementation; it does not provide alternatives pathways in
case the implementation is not done according to mitial expectances.

This has been already observed on other roadmaps for deployment of renewable energy
resources. See for example the roadmap for offshore wind [5] or the roadmap for distributed
generation [6] or the roadmap fort photovoltaic systems [7]. The goals are usually clear, but the
guidelines to get there all always very generic. These roadmaps always indicate that they are
dynamic and should be updated (and have been) but never present any methodology to really
cope with the uncertainties around the implementation.

The objective of this paper is to introduce a novel design methodology of roadmaps for
renewable and clean energy systems that includes uncertainty management, monitoring an
update tools. The methodology has been applied to the development of a roadmap for the
marine energies in Portugal, which is of great relevance for the country’s social and economic
development.

2. Roadmapping: a literature review

Roadmaps are defined as the views ofa group of stakeholders on to how to get where they want
to go in order to achieve their desired objective. It is usually a visual aid that links research
programs, development programs, capability targets, and requirements [8]. This practice was
initially developed by Motorola more than two decades ago [9], but is now applied by
companies, academia and governments [8].

Over the last decade, several roadmaps have been presented to foster the renewable energy
resources deployment. The objective of these roadmaps, usually promoted by governmental
agencies, is to present guidelines for technological, industrial, market and policy actions that
promote the development of non mature technologies and bring them into the market. As
examples for Europe, we have the offshore wind [5], the distributed generation [6], the
photovoltaic [7], and more recently the wave and tide [4] and the hydrogen [10].
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In the US case, one of the most representative roadmap is the one from California State for all
renewable energies technologies [11]. All these roadmaps set objectives and milestones for the
implementation of renewable energy resources, usually within a 10 to 15 years horizon.

As described in those documents, the methodology used to design those roadmaps consists of
defining the present situation, build new visions, analyze the gap between the present state and
the visions and finally define an action plan. The visions are based on assumptions and
preferences that often describe “wishful thinking” scenarios, discussed on regular meetings and
workshops with academia, government and industry stakeholders.

In order to analyze the gap between these visions and the present state, these scenarios can be
analyzed in detail by a smaller number ofreference stakeholders [4]. Both [4] and [10] describe
also an extensive modeling of both technological and socio-economic aspects of the consensus
scenario using MARKAL/TIMES tool [12]. This can be complemented with a preliminary
uncertainty analysis, considering different degrees (lower and upper bound) of achievement of
some ofthe objectives and measures to accomplish them [9]. The roadmap design usually ends
with a discussion of a draft document and approval of changes which define the final action
plan.

The typology and methodology applied to design those roadmaps follow a standard technique
and therefore presents the same issues: the difficulty of maintaining and update a roadmap; and
the lack of customization to particular conditions [13]. The discussed roadmaps do not present
any comments around the uncertainties of the proposed plans; do not foresee follow up
methodologies to check on the implementation progress of the roadmaps; and do not propose
alternative strategies in case the milestones are not achieved in time. And the probability of
failing the roadmap is high, as it can be already observed by comparing the objectives of older
roadmaps and the present status of deployment.

In 2010, the International Energy Agency released a guide of best practices for designing and
implementing roadmaps of renewable technologies that indicates the need to monitor the
implementation and the need to perform cyclic reviews to achieve the best implementation [14].
In terms of marine energy technologies, two important documents have been released over the
last two years ([15][16]), but none of the documents describes uncertainty, scenario analysis,
monitoring indicators nor review strategies.

This paper presents a new threefold methodology to develop technology roadmaps that are
flexible enough to deal with the uncertainties by: 1) assessing the uncertainty of different
parameters and its impact on roadmaps; 2) analyzing different scenarios corresponding to
different combinations of uncertain parameters; 3) monitoring the progress of the roadmap
using a list of key indicators and automatically update it according to the scenarios previously
defined. This approach is discussed in the following sections in details, applied to the
development of the roadmap for marine energies in Portugal

3. Uncertainty assessment

Roadmaps do not analyze the uncertainties of the proposed plans and not propose alternative
strategies plans in case the milestones are not achieved in time, thus, the probability of failing
roadmap goals is very high, as it can be observed in Figure 2 by comparing the objectives of
older roadmaps ([7],[17]) and the present status of deployment of the corresponding
technologies [18].
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Figure 2: PV growth: Cumulative Installed Capacity Worldwide Estimates vs. Actual Data.

To understand the main parameters uncertainties in the roadmap design, we reviewed the
roadmaps from the last decade of solar PV systems enumerated in Table 1.

Table 1: Roadmaps of PV systems from the last decade.

Title Author Origin Date
PV Industry Roadmap USA PV Industry USA 1999
Solar Electric Power USA PV Industry USA 2001
The Australian PV Industry Australian BCSE Australia 2004
Roadmap

EPIA Roadmap PV EPIA EU 2004
A Vision for Photovoltaic European Commission EU 2005
Technology

A Roadmap for Photovoltaics: UK Energy Research Centre - UK 2007
Research in the UK UKERC

Solar Photovoltaic Energy IEA World 2009
Trends In Photovoltaic IEA World 2009
Applications

Unlocking the Sunbelt Potential of | EPIA World 2010
Photovoltaics

PV Status Report European Commission EU 2010
Solar Generation 6 EPIA World 2010

274




C. A. Silva et al.

All these roadmaps use the following indicators to describe the technology’s evolution:
e Cumulative mstalled capacity (GW) and Produced electricity (MWh);

e Public/private R&D funding (€);

e Feed-In-Tariffs (€/MWh);

e Levelized Cost of Electricity (€/kWh);
e Technology efliciency.

The analysis of the different roadmaps described in Table 1showed that certain indicators had
large variations from the estimated, such as the cumulative installed capacity (growth rate), or
the LCOE. The uncertainty around these parameters could have been reduced if these
parameters and others that directly influence them (e.g. R&D investments, capital investments
(CAPEX) and feed-in tariff) had been closely monitored and updated [19].

As for the technology efficiency, though the evolution has been slower for the PV technology
than previously anticipated, it did not affect significantly the deployment of the technology, as
the cumulative installed capacity grew more than estimated.

As a conclusion, it is essential to monitor closely the cumulative installed capacity, the
investment in R&D and the Feed- in-Tariffs in order to be able to update the roadmap evolution.

5. Scenario design

Portugal’s National Plan for Renewable Energies [20] sets a target 0f60% of electricity from
renewables in 2020, which is expected to represent 31% ofthe final demand, in order to comply
with the EU2020 strategy [2]. In this plan, the marine energies such as waves and offshore wind
are expected to have some contribution by 2020 - 250 MW and 180 MW respectively - while
the onshore wind capacity is expected to be 8 GW and solar PV IGW.

As the objective of the Portuguese roadmap is to contribute to define a long-term strategy for
the marine energies, we developed evolution scenarios until 2050. As marine energies will be
competing with the other established energies, in particular fossil fuels, we used the IEA
Energy outlook scenarios fuel prices estimations for 2050 [21]: the IEA Ref that considers that
access to energy will increase; and the IEA 450 that considers that the planet’s temperature will
only increase 2 °C due to the stabilization ofthe CO; greenhouse gas emissions to 450 ppmCO,
equivalent. These costs are presented in Table 2 and Table 3.

Table 2: Fuel and CO, prices estimations.

Prices IEA Ref IEA 450 ppm

2010 | 2015 ] 2030 | 2050 2010 2015 | 2030 | 2050
Coal (k€/TJ) 2,1 2,1 2,5 2,8 2,1 2,0 1,5 1,5
Gas (k€/TJ) 6,5 6,5 9,1 13,6 6,5 6,5 7,1 7,1
CO2 (k€/t) 0,02 10,043 | 0,054 |0,54 0,02 0,05 |0,11 ]0,11

For the investment costs of the different technologies, we considered the IEA estimations and
two additional scenarios specifically for the marine energies: the WAVEREF and the
WAVEOPT. These costs are presented n Table 3.

To estimate the evolution ofthe different energy mix for electricity generation in Portugal until
2050, we use the TIMES model [12], which provides a technology rich basis for estimating
energy dynamics over a long-term, multiple period time horizon. It is usually applied to the
analysis ofthe entire energy sector, but may also applied to study in detail single sectors, as the
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electric in this case to project the optimal energy mix that minimizes the total discounted system
cost up to 2050, choosing among different energy technologies for the four different scenarios,
the combination of the two scenarios of evolution of fuel and CO; prices (IEAREF and
IEA450) and the two scenarios for marine energies Investments and O&M Costs (WA VEREF
and WAVEOPT).

Table 3: Investments and O&M Costs estimations.

Costs WAVEREF WAVEOPT

2010 |[2015 | 2030 |2050 | 2010 | 2015 |2030 2050
Investment (€/kW)
Coal 1571 | 1434 | 1298 | 1163 | 1571 | 1434 1298 1163
Gas 616 581 546 513 | 616 | 581 546 513
Wind Onshore 1217 | 985 864 820 1217 | 985 864 820
Wind Offshore 2516 | 1614 | 1319 | 1319 | 2516 | 1614 1319 1319
Wave 5680 | 2777 | 1793 | 1266 | 2933 | 19226 | 1263 1007
Solar PV 3420 | 1539 | 1026 | 684 | 3420 | 1539 1026 684
O&M (€/kW/y)
Coal 314 | 287 26 233 [ 314 | 28,7 26 233
Gas 12,3 174 164 154 | 123 | 174 16,4 154
Wind Onshore 243 {295 253 (246 |243 |295 253 24,6
Wind Offshore 503 | 484 396 396 |503 |484 39,6 39,6
Wave 113,6 | 833 46 38 78,7 | 57.8 344 30,2
Solar PV 68,4 154 8,8 6,8 684 | 154 8,8 6,8

The results are presented in Figure 3 for each of the 4 scenarios.
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Figure 3: Installed capacity in Portugal for the different scenarios.
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The first important result is that coal becomes a non-competitive option by 2020 in the [EAREF
scenario and even before in the IEA450 scenario (due to the higher costs of CO,). Notice that
CCS (carbon, capture and storage) technologies were not considered. Gas, however, remains as
a competitive option up to 2040, but only to cover peaks in demand. Looking at the renewable
resources, onshore wind is the clear winner from 2005 to 2025 (where itreaches its upper bound
of installed capacity) together with large hydro that it is always competitive but limited in
capacity.

In all scenarios, solar PV is the most competitive technology by 2050 with its maximum
capacity and production reached in all scenarios. In any case, the model considers the
installation of all technologies as the model considers some dynamics regarding the seasonal
and daily variability of the resources and all the resources become complementary. Thus, it is
not surprising to see almost45 GW of'installed capacity in 2050 (more than 3 times the capacity
in 2005), but relying in renewable resources will certainly lead to a overcapacity of the system,
which does not mean necessarily a higher cost, as the model minimizes the total cost of the
system.

Wave energy results show that for all scenarios the installed capacity is between 5 and 6.7 GW
in 2050, representing a share between 18 to 23% of the electricity demand. This is the second
largest share of renewable electricity, only after solar PV (with a share of electricity 0£23.3% in
2050) and in front of wind onshore (with 18%). However, this is due to the fact that wind
onshore and solar PV are limited to 8 GW and 12 GW respectively in 2050 and the rest of the
capacity is attributed to wave (limited to 6.7GW) and wind offshore (limited to 2 GW). Wave
energy becomes more competitive than coal and gas between 2020 and 2030 depending on the
scenar