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Foreword 

During the year 2019, the CRESCO high performance computing clusters have provided 112 
millions hours of “core” computing time, at a high availability rate, to 127 users, supporting 
ENEA research and development activities in many relevant scientific and technological 
domains. In the framework of joint programs with ENEA researchers and technologists, 
computational services have been provided also to academic and industrial communities. This 
report, the tenth of a series started in 2008, is a collection of 42 papers illustrating the main 
results obtained during 2019 using the CRESCO/ENEAGRID HPC facilities. 
The significant number of contributions proves the importance of the HPC facilities in ENEA 
for the research community. The topics cover various fields of research, such as materials 
science, efficient combustion, climate research, nuclear technology, plasma physics, 
biotechnology, aerospace, complex systems physics, geophysical flow, renewable energies, 
environmental issues, HPC technology. The report shows the wide spectrum of applications of 
high performance computing, which has become an all-round enabling technology for science 
and engineering.  

Since 2008, the main ENEA computational resources is located near Naples, in Portici 
Research Centre. This is a result of the CRESCO Project (Computational Centre for Research 
on Complex Systems), co-funded, in the framework of the 2001-2006 PON (European 
Regional Development Funds Program), by the Italian Ministry of Education, University and 
Research (MIUR).  

The CRESCO Project provided the financial resources to set up the first HPC x86_64 Linux 
cluster in ENEA; a major computing installation for both the Italian and the International 
context: it ranked 126 in the HPC Top 500 June 2008 world list, with 17.1 Tflops and 2504 
cpu cores. It was later decided to keep CRESCO as the name for all the Linux clusters in the 
ENEAGRID infrastructure, which integrates all ENEA scientific computing systems, and is 
currently distributed in six Italian sites. CRESCO computing resources were later upgraded in 
the framework of PON 2007-2013 with the project TEDAT and the cluster CRESCO4, 100 
Tflops computing power.  

In 2015 ENEA and CINECA, the main HPC institution in Italy, signed a collaboration 
agreement to promote joint activities and projects in HPC. In this framework, CINECA and 
ENEA participated successfully to a selection launched by EUROfusion, the European 
Consortium for the Development of Fusion Energy, for the procurement of a several PFlops 
HPC system, beating the competition of 7 other institutions. The new system MARCONI-
FUSION started operation in July 2016 and it has been extended since 2023 with a power peak 
of 8 PFlops of conventional processors and 2 PFlops of accelerated co-processors.  

The ENEA-CINECA agreement is a promising basis for the future development of ENEA HPC 
resources. A new CRESCO6 cluster of 1.4 Pflops has been installed in 2018 ranked 420th in 
November 2018 Top500 list representing the TIER 1 facility in the HPC ecosystem of the 
national scientific community.  

In 2019 the ENEAGRID computational resources consist of more than 25000 computing cores 
(in production) and a raw data storage of about 5.2 PB in High Performance Storage RAID 
systems and 2.5 PB of tapes library.  
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The distributed architecture of ENEAGRID has allowed to implement a high availability layout 
for mission critical applications, such as numerical forecast models, deploying the CRESCO4f 
cluster at ENEA CR Frascati. 

The success and the quality of the results produced by CRESCO stress the role that HPC 
facilities can play in supporting science and technology for all ENEA activities, national and 
international collaborations, and the ongoing renewal of the infrastructure provides the basis 
for an upkeep of this role in the forthcoming years.  

Dipartimento Tecnologie Energetiche e Fonti Rinnovabili  
Divisione per lo Sviluppo Sistemi per l'Informatica e l'ICT 

CRESCO Team  
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 HIGH PERFORMANCE I/O BENCHMARKS FOR ENERGY ORIENTED

CENTER OF EXCELLENCE PROJECT
 

F.Iannone*, S.Migliori, G.Bracco, M. Celino, S.Pecoraro, F.Ambrosino, A.Funel,
G.Formisano, G.Guarnieri, F.Palombi, G.Ponti, G.Santomauro, F.Simoni, M. De Rosa and

TERIN-ICT team

ENEA, TERIN-ICT, via Lungotevere Thaon de Ravel, Rome, Italy

ABSTRACT.  ENEA is a partner in Energy Oriented Center of Excellence (EoCoE-

II) project aiming to develop a sustainable structure able to exploitation the usage
of HPC in the energy domain to a wide user community comprising both academic

and  industrial  users.  The  paper  describes  the  development  and  test  activities
carried out by ENEA within the WP4: I/O & Data Flow of EOCoE II.

1 Introduction

Storage has become a key component in HPC systems, and the challenges for the Exascale era are
huge.  I/O performance is becoming a bottleneck in many cases of large simulations in HPC super-

computers  requiring  fault-tolerance  techniques  such  as  checkpointing/restart.  Usually  these  tech-
niques require a massive data movement in order to save the state of a running application. The data

writing and reading time can consume a significant  part  of  the overall   application runtime and
should be minimized using two approaches: i) improving the IO performances sizing high perform-

ance parallel filesystem in term of IO server nodes and high performance storage systems; ii) redu-
cing the IO dataflow without losing necessary information via in situ and in transit processing as well

as moving postprocessing elements directly into the frame of the running application.   Both ap-
proaches require a middleware SW to separate the IO functions of the user applications from the IO

libraries currently available in the HPC ecosystem such as: HDF5 parallel, MPI-IO, ADIOS, Sion-
Lib.

As the volume of data and application reads and writes increases, it is important to assess the scala-
bility of I/O operations as a key contributor to overall application performance. Optimizing I/O per-

formance presents unique challenges for application developers and performance measurement and
analysis tools, as it often involves an integration of multiple techniques to observe performance and

create integrated I/O performance views from multiple I/O layers.

2 EoCoE-II WP4: I/O and Data Flow

The paper describes the development and test activities carried out by ENEA within the WP4:

I/O & Data Flow of EOCoE II. In particular ENEA is involved in the task 4.2.2 focusing on
the overall I/O runtime and its improvement within Energy by Fusion area. 
The I/O runtime is being deployed by means a Parallel Data Interface (PDI) development
based on a middleware layer able to decouple fusion gyrokinetic codes, like GYSELA, from
I/O functions. The PDI supports a plugin system to integrate existing I/O libraries, such as:

Posix, NetCFD, HDF5, SionLib, embedded in many simulation code, therefore it is a good
solution to optimize the Gysela code having as main output files in HDF5 format obtained
by  means  functions  library  without  MPI/Parallel  support,  making  a  bottleneck  for  the

massive IO checkpoint jobs. A flexible way to improve the portability and maintenance of
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Gysela code, making it independent from I/O libraries, is to develop a plugin for the PDI
once it is integrated into the code.
Several plugins for PDI are under development in EOCoE tasks of WP4 as well as the PDI
Gysela code integration and waiting for a deployment of a stable release, ENEA activity in
WP4 has been focused for benchmarking the overhead of PDI middleware using the standard
I/O performance tool: IOR.

2.1 PDI: Parallel Data Interface

Parallel  Data Interface (PDI) [1]  offers a declarative API for simulation codes to expose
information  required  by  the  implementation  of  I/O  strategies.  The  I/O  strategies  are
encapsulated  inside  plugins  that  access  the  exposed  information.  A  week  coupling
mechanism enables to connect both sides through a configuration file. In order to decouple
this I/O implementation code both from PDI and from the simulation code, it is defined in
dedicated object files that can either be loaded statically or dynamically (a plugin system).
This means that PDI does not depend on any I/O library,  only its  plugins do. This also
simplifies  changing strategy from one execution  to  the  other  as  the  plugins  to  load  are
specified in the configuration file. PDI is freely and publicly available under a BSD license.
It is written in C and offers a C API with Fortran bindings to the simulation code. This
covers uses from C, C++ and Fortran,  the three most widespread languages  in the HPC
community.
The PDI API contain functions to initialize and finalize the library, change the error handling
behavior, emit events and expose buffers as presented in Listing 1. The initialization function
takes the library configuration (a reference to the content of a YAML file) and the world
MPI communicator that it can modify to exclude ranks underlying libraries reserve for I/O
purpose. The error handling function enables to replace the callback invoked when an error
occurs. The event function takes a character string as parameter that identifies the event to
emit.

enum PDI_inout_t{PDI IN=1,PDI OUT=2,PDI INOUT=3};
PDI status_t PDI_init(PC t ree t conf , MPI Comm world ) ;
PDI status_t PDI_finalize ( ) ;
PDI errhandler_t PDI_errhandler(PDI errhandler_t handler);
PDI status_t PDI_event(const char_event);
PDI status_t PDI_share(const char_name ,void data,PDI inout_t access );
PDI status_t PDI_access(const char_name,void_data,PDI inout_t access );
PDI status_t PDI_release(const char_name);
PDI status_t PDI_reclaim(const char_name);

PDI status_t PDI_export(const charname,void_data);
PDI status_t PDI expose(const char name,void_data );
PDI status_t PDI_import(const char name,void_data );
PDI status_t PDI_exchange(const char name,void_data );
PDI status_t PDI_transaction_begin(const char_name );
PDI status_t PDI_transaction_end( );

Listing 1: The PDI public API Listing 2: Simplified PDI API for buffer exposing

The most interesting functions of this API are however the buffer sharing functions. They
support sharing a buffer with PDI identified by a name character string and with a specified
access  direction  specifying  that  information  flows  either  to  PDI  (PDI_OUT,  read-only

share),  from  PDI  (PDI_IN,  write-only  share)  or  in  both  directions  (PDI_INOUT).  The
PDI_share and PDI_access functions start a buffer sharing section while the PDI_release or
PDI_reclaim function end it. PDI_share is used for a buffer whose memory was previously
owned by the user code while PDI_access is used to access a buffer previously unknown to
the user code. Reciprocally, PDI_reclaim returns the memory responsibility to the user code
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while  PDI_release releases it to PDI. In a typical code, the buffers are however typically
shared for a brief period of time between two access by the code. The previously introduced
API requires two lines of code to do that. The API presented in Listing 2 simplifies this case.
Its four first functions define a buffer sharing section that lasts during the function execution
only.  The functions differ in terms of access mode for the shared buffer:  share(OUT) +

release  for PDI_export;  share(OUT) +  reclaim for  PDI_expose;  share(IN) +  reclaim for
PDI_import; and, share(INOUT) + release for PDI_exchange.
This API has the disadvantage that it does not enable to access multiple buffers at a time in
plugins. Each buffer sharing section ends before the next one starts. The two transaction
functions solve this. All sharing sections enclosed between calls to these functions have their
end delayed until the transaction ends. This effectively supports sharing of multiple buffers
together.  The  transaction  functions  also emit  a  named event  after  all  buffers  have been
shared and before their sharing section ends.
At the heart of PDI is a list of currently shared buffers. Each shared buffer has a memory
address, a name, an access and memory mode and a content data type. The access mode
specifies  whether  the  buffer  is  accessible  for  reading or  writing  and the  memory  mode
specifies whose responsibility it is to deallocate the buffer memory. The content data type is
specified using a type system very similar to that of MPI and is extracted from the YAML
configuration file.
The data section of the configuration file (example in Listing 3) contains an entry for each
buffer,  specifying  its  type.  The type  can  be  a  scalar,  array  or  record  type.  Scalar  types
include all  the native  integer  and floating  point  of  Fortran and C (including boolean or
character types.) Array types are specified by a content type, a number of dimensions and a
size for each dimension. They support the situation where the array is embedded in a larger
buffer with the buffer size and shift specified for each dimension. Record types are specified
by a list of typed and named fields with specific memory displacement based on the record
address.
The types can be fully described in the YAML file, but this makes them completely static
and prevents the size of arrays to change at execution for example.  Any value in a type
specification can therefore also be extracted from the content of an exposed buffer using a
dollar syntax similar to that of bash for example. The syntax supports array indexing and
record field access. For the content of a buffer to be accessible this way, it does however
needs to be specified in the metadata section of the YAML file instead of its data section.
When a metadata buffer is exposed, its content is cached by PDI to ensure that it can be
accessed at any time including outside its sharing section. The plugins to load are specified
in the plugins section of the configuration file. Each plugin is loaded statically if linked with
the application and dynamically otherwise. A plugin defines five function: an initialization
function,  a  finalization  function  and three  event  handling  functions.  The event  handling

functions are called whenever one of the three types of PDI event occurs, just after a buffer
becomes available, just before it becomes unavailable and when a named event is emitted.
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data :  my array : { s i z e s : [$N, $N] , type : double }
metadata :
    N: int # data i d and type
    it: int
plugins :
   declh5 : # plug-in name
              outputs :
                 # data to write , dataset and filename
                my_array  :  {var  :  array2D  ,  file  :
example$it.h5 ,
                # condition to write
                s e l e c t : ( $it >0) && (  it %10) }

main comm = MPI_COMM_WORLD
call PDI_ init ( PDI subtree , main comm)
call PDI transaction_begin ( ” checkpt ” )
ptr_int => N; call PDI_expose ( ”N” , ptr_int )
ptr_int=>iter; call PDI_expose( ” i t ” , ptr_ int
)
call PDI_expose ( ”my array” , ptr_A )
call PDI_transaction_end ( )
call PDI_finalize ( )

Listing 3: Example of PDI configuration file Listing 4: Example of PDI API usage

The  plugins can access the configuration content and the buffer repository. Configuration
specific to a given plugin is typically specified under this plugin in the plugins section of the
YAML file. The YAML file can however also contain configuration used by plugins in any
section. It can for example contain additional information in a buffer description.
Several  plugins  have been developed in the project, such as: a HDF5  plugin  to read/write
files In HDF5 format, the  decl’H5 plugin interfaces a declarative interface built on top of
HDF5  andthe usercode plugin supports user written code as developed for the integration of
PDI in IOR using POSIX as I/O library. 
Let us now present an example to show how PDI usage works in practice. Listing 4 shows
the use of the Fortran API to expose to PDI two integers: N and it, and an array of dimension
NxN, my_array. The configuration file for this example is the one presented in  Listing 3.
When the PDI_init function is called, the configuration file is parsed and the decl’H5 plugin
is  loaded.  This  plugin  initialization  function  is  called  and  analyzes  its  part  of  the
configuration to identify the events to which it should react. No plugin modifies the provided
MPI communicator  that  is  therefore returned unchanged. A transaction is then started in
which three buffers are exposed: N, it and my_array. The decl’H5 plugin is notified of each

of these events but reacts to none. The transaction is then closed that triggers a named event
to which the decl’H5 plugin does not react as well as three end of sharing section events, one

for each buffer. The decl’H5 reacts to the end of the my_array sharing since this buffer is
identified in the configuration file. It evaluates the value of the select clause and if nonzero

writes the buffer content in a dataset whose name is provided by the var value (“array2D”) to
a HDF5 file whose name is provided by the file value (“example$it.h5”).

2.2 IOR

IOR [2] can be used for testing performance of parallel file systems using various interfaces
(MPIIO, HDF5, PnetCDF, POSIX) and different access patterns. IOR uses MPI for process
synchronization. An important feature of IOR is that it can simulate two basic parallel I/O

strategies:  shared file and one-file per process. In the shared file case all processes read/
write to a single common file, while in the one-file per process each process reads/writes its
own file. Depending on the selected interface, interface specific configuration options are

10 
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transfers per segment to copy the entire “BlockSize” to the data file. The NumTasks is the
number of processors participated in the I/O operations.

2.3 JUBE

The JUBE  benchmarking environment [3] provides a script based framework to easily cre-
ate benchmark sets, run those sets on different computer systems and evaluate the results. It
is actively developed by the  JGlich Supercomputing Centre of Forschungszentrum JGlich,
Germany. In order to alleviate these problems JUBE  helps performing and analyzing bench-
marks in a systematic way. It allows custom work flows to be able to adapt to new platform-
s.The platform file for ENEA CRESCO is XML file oriented to specific benchmark plat-
form, taking into account the command set to submit a bunch of conditioned jobs with differ-
ent parameters.  

3 PDI in IOR development

The integration of PDI in IOR has been developed by means a PDI plugin, taking into ac-
count POSIX as backend interface with the GPFS support.  A POSIX usercode  plugin has
been developed in order to decouple the posix system functions:  read()/write(), from IOR
function calls, replacing them with PDI API. The POSIX plugin developed: xfer_pdi(), is de-
picted in the Listing 1 and implements the read and write functionalities of IOR PDI inter-
face using POSIX I/O system calls. The PDI interface has been developed in the source code
of IOR tarball v.3.30:  aiori-PDI.c, with the function calls defined by the following C-lan-
guage prototypes:

• void *PDI_Create (char *testFileName, IOR_param_t * param);
• int PDI_Mknod (char *testFileName);

• void *PDI_Open (char *testFileName, IOR_param_t * param);

• static void PDI_Fsync (void *fd, IOR_param_t * param);

• static IOR_offset_t PDI_Xfer (int, void *, IOR_size_t *, IOR_offset_t, IOR_param_t *);

• IOR_offset_t PDI_GetFileSize (IOR_param_t * test, MPI_Comm testComm, char *testFileName);

• PDI_Delete (char *testFileName, IOR_param_t * param);

• void PDI_Close (void *fd, IOR_param_t * param);

• option_help * PDI_options (void ** init_backend_options, void * init_values)

void xfer_pdi()
{
    // arguments of the function
    int* access;  PDI_access("access", (void**)&access, PDI_IN);
    long* length; PDI_access("ts", (void**)&length, PDI_IN);
    long* offset; PDI_access("offset", (void**)&offset, PDI_IN);
    int* fd;      PDI_access("file", (void**)&fd, PDI_IN);
    long l=*length;
    char* pptr;
    if (*access == READ) { //read
        PDI_access("value", (void**)&pptr, PDI_OUT);
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    } else { // write
        PDI_access("value", (void**)&pptr, PDI_IN);
    }
    long long rc;
    long long remaining = (long long)*length;
    // function body
    if (*access == READ) {
        if (verbose >= VERBOSE_4) {
                            fprintf(stdout,"task %d reading from offset %lld\n",rank,*offset + length-remaining);
                        }
        rc = read(*fd, pptr, *length);
    } else {
        if (verbose >= VERBOSE_4) {
                            fprintf(stdout, "task %d writing to offset %lld\n", rank, *offset + length - remaining);
                        }  
        rc = write(*fd, pptr, *length);
    }
    // release all metadata
    PDI_release("access");
    PDI_release("file");
    PDI_release("ts");
    PDI_release("offset");
    PDI_release("value");
    // update return value
    PDI_expose("return", &rc, PDI_OUT);       
}

Listing 1: PDI plugin for Posix interface

The PDI APIs use a Yaml file to handle data structures and plugins. The Yaml file of PDI in
IOR is listed in the Listing 2. The plugin xfer_pdi  needs of some metadata in order to read
and write a buffer with size ts in the offset of a file handled by a pointer to integer. The envir-
onment variable YAML_PATH_FILENAME set the absolute path and the name of the Yaml
configuration file.

metadata:
ts: int64
access: int
file: int
offset: int64
return: int64

data:
buffer: {type: array, subtype: char, size: $ts}

plugins:
 user_code:
 on_data:
  buffer:
 xfer_pdi: value: $buffer  

Listing 2: Yaml file configuration for PDI with Posix plugin.
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SOFTWARE PLATFORM

The base software suite available in CRESCO Data Center and used in the development and 
test activity of EOCoE II are:
Operating System : Linux Centos 7.3 – kernel v.3.10.0-514.26.2.el7.x86_64
Distributed Filesystem: Andrew File System – openAFS v.1.6.22
High Performance Filesystem: IBM Spectrum Scale GPFS – v.4.2.3
Resources Management System: IBM Spectrum LFS – v.9.1
Compilers: GNU GCC – v.7.3.0
MPI library: OpenMPI – v.3.1.2
IO Library: HDF5 – v.1.8.21 built with GNU GCC v.7.3.0
Build tool: Cmake – v.3.15 

5 Benchmarks

In order to run IOR benchmarks on the CRESCO6 system, a JUBE configuration of the IOR
benchmarks has been deployed. JUBE has been configured to run IOR on distributed mode,
with sequential jobs scheduled within the LSF platform resource manager.

The results of the IOR benchmark integrated with the PDI library for the POSIX interface
have been compared with the case without the PDI layer to measure not only performances
but also the overhead introduced by PDI.  The experiments  have been conducted for the
following configurations: 

 number of nodes (N) = 1, 2, 4, 6, 8
 task per node (TS) = 1, 2, 4, 8, 16, 32

The total  number of  tasks  (TT) for each combination  is  thus  (TT) = (N)·(TS).  For each
combination (TT) the block size has been set to the four distinct values: 128 kiB, 1 MiB,

4MiB, 256 MiB to explore the effect of increasing I/O buffers. IOR strategy is the one-file
per task, it means each task reads/writes its own file. Each task reads/writes an aggregate file

size of 512 MiB and the four distinct value of block size correspond to the four numbers of
segments:  4096,  512,  128,  2.  The  JUBE  xml file:  iorpdi.xml that  provides  to  run  the
benchmark sessions over ENEA HPC system CRESCO6 is shown in the Annex V. Four
benchmark sessions were carried out: three of them during the stop of production of ENEA

HPC CRESCO6 cluster, when the IO bandwidth of the infrastructure is noiseless caused by
users jobs. As described before the benchmarks have been performed with JUBE submitting
960  serial  jobs  for  a  total  of  about  1858  core-hours.  The  plots  of  the  R/W bandwidth

measured during the benchmarks  are depicted in the fig.4.  The better  results  of the four
benchmark sessions are plotted as MAX values, whilst the error bars are the variance of the
four benchmark results.
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Fig.4 Max IO R/W bandwidth benchmark results for different
blocksize:128kiB,1MiB,4MiB,256MiB.
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In order to have a confirm on the statistic of the results, the plots of the average values
measured in the four benchmark sessions are depicted in the fig.5.
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ABSTRACT.  We report on the enhancement of superconductivity in iron-selenide 

FeSe induced by in-plane biaxial compressive strain. It is found that, due to 
compressive strain, the superconducting transition temperature is increased 
significantly when the Fe spins are polarized in the antiferromagnetic 
checkerboard configuration. Furthermore, the strain dependence of the electronic 
and vibrational is discussed in detail, as well as the behaviour of the electron-
phonon coupling constant at various levels of compressive strain. The research 
here presented provides a way to modulate superconductivity in layered iron 
compounds by means of biaxial strain, and can be regarded as a sound basis for 
further theoretical studies on different iron-based compounds. 

 
 
1 Introduction 
 
The binary compound FeSe (iron selenide) has the simplest crystal structure among other iron-based 

superconductor families, sharing with them the same iron pnictide layer structure, but without the 
presence of separating layers. In FeSe, the superconducting critical temperature, Tc, can be increased 
from 8.5 K to 36.7 K under an applied pressure of 8.9 GPa [1]. Furthermore, several experimental 
works [1-4] have unambiguously unveiled the existence of a universal correspondence between the 
parameters of the crystal structure - such as the anion height and the bond angle - and the value of the 
critical temperature. 

The effect of tensile strain on the superconductivity in FeSe films has been experimentally 
investigated by Nie et al. [5]. Superconducting transitions have been observed in unstrained FeSe 
films with Tc close to the bulk value. However, no sign of superconductivity was observed in FeSe 
films under tensile strain, thus clearly demonstrating that tensile strain suppresses superconductivity 
in FeSe films. The influence of strain on the structural and electronic properties of superconducting 
FeSe has been studied ab initio by Winiarski et al. The authors found that the c-axis–strained FeSe 
inhibits the Fermi surface nesting, which in turn enhances spin fluctuations and, hence, 
superconductivity. In the ab-plane, the nesting of the Fermi surface is slightly weakened by 
compressive strain; conversely, it is completely destroyed by the application of a tensile strain [6]. 

The magnetic ground state of FeSe is the block-checkerboard, which turns into the collinear stripe 
phase under in-plane tensile strain [7]. By angle-resolved photoemission spectroscopy on tensile- or 
compressive strained and strain-free FeSe, Phan et al. have experimentally shown that the in-plane 
strain causes a marked change in the Fermi-surface volume, eventually leading to a change in Tc [8]. 
Other works confirm the correlation between in-plane strain and Tc: in epitaxial FeSe thin films with 
various magnitude of lattice strain, from tensile to compressive, it was confirmed that Tc is strain-
sensitive [9]; in particular, Tc reaches a value of 12 K for the films with compressive strain, whereas 
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the superconductivity disappears for the films with large tensile strain. Although some authors [10] 
believe that the modest electron-phonon coupling (EPC) in these materials cannot explain the 
superconductivity in bulk iron-based superconductors, other studies raise concerns about whether the 
role of phonon can be completely ignored [11]. In particular, it is found that strained FeSe/SrTiO3 
interfaces [12] and/or heavy electron doping [13] can lead to a significant enhancement of the EPC, 
and hence of Tc. The enhancement of superconductivity induced by in-plane biaxial compressive 
strain has been experimentally observed in Fe-Se-Te thin crystals [14-17]. Due to compressive strain, 
Tc is increased by ≈14% in FeTe0.5Se0.5 [15] and by ≈30%–40% in FeSe [16]. 

In this paper, in order to clarify the microscopic origin of the strain dependence of the 
superconducting properties in iron-based systems, we investigated the electronic and phonon 
properties of the FeSe binary compound from an ab-initio perspective.  

The electronic band structures, phonon dispersion curves and EPC are calculated at different biaxial 
strain values, in both the non-magnetic (NM) and checkerboard antiferromagnetic (AF) phases. 

To our knowledge, this is the first theoretical study on the influence of biaxial strain on the 
superconducting properties of FeSe. 

 
2 Model and method 
 
Computations have been carried out by way of the ENEA-CRESCO computational facility. 
The Density Functional Theory (DFT) scheme here employed adopts a Local Density 

Approximation (LDA) of the exchange-correlation potential [18]. We used the pseudopotential 
method, based on plane-waves and Projector-Augmented Waves (PAW), as implemented in the 
QUANTUM-ESPRESSO (QE) package [19]. The electron–ion interactions have been modelled with 
ultra-soft pseudopotentials (US-PP) in the context of a plane wave expansion basis set. US-PPs have 
allowed the usage of an energy cut-off of 60 Ry for the wave functions and 600 Ry for the electron 
density. 

For the electronic structure calculation, the Brillouin-zone (BZ) integrations are performed over a 
12×12×8 wavevector k-space grid. The lattice parameters and atomic positions of the unstrained 
FeSe have been optimized starting from the experimental values, by means of the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) algorithm. Then, for each given biaxial strain, and with the in-plane lattice 
parameter fixed, all the atomic positions have been relaxed in the z-direction by optimization of the 
total energy for both the NM and checkerboard AF states, respectively. 

Lattice dynamical calculations have been performed within the framework of the self-consistent 
density functional perturbation theory (DFPT) [20], in which the dynamical matrices are calculated 
by sampling the BZ with a 2×2×2 q-space grid. A denser  grid  of k-points  (24×24×24)  has  been  
used  in  order  to  determine  the EPC parameter λ, which is computed through a BZ average of the 
mode-resolved coupling strengths λqj  (j-th mode with momentum q) [21-23]: 
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        (1)                                                       

 
where Nq represents the total number of q points in the fine phonon mesh, whereas α2F(ω) is the 

Eliashberg spectral function [24]. 
FeSe is a multigap superconductor with two distinct superconducting gaps Δ1 ≈ 3.5 meV and 

Δ2 ≈ 2.5 meV ]25]. Remarkably, the Fermi energies are comparable to the superconducting gaps; 
Δ/ɛF is ~ 0.3 and ~ 1 for hole and electron bands, respectively [25]. These large Δ/ɛF values indicate 
that FeSe is in the BCS–BEC crossover regime. Therefore, bearing in mind the limits of the 
application of the McMillan formalism to the iron-based systems, we still utilize the 
McMillan-Allen-Dynes formula to determine the superconducting Tc [22-24]: 
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where ωln is the logarithmic average of the phonon frequency, which can be evaluated through [25]: 
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whereas μ* is the effective Coulomb repulsion, which is related to N(εF) through the Bennemann and 
Garland empirical expression μ* = 0.26∙N(εF)/[1+ N(εF)]  [26]. 

 
3 Results and discussion 
 
3.1 Electronic structures and phonon dispersion curves 
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Fig.1: Electronic band structures of bulk FeSe calculated at different biaxial strain values of -2% (red 
dash-dotted line), 0% (black line), and 2% (blue dotted line): (a) non-magnetic phase (NM); (b) 
checkerboard antiferromagnetic phase (AFM). The Fermi energy is set to zero. 
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Fig.2: Electronic density of states (eDOS) of bulk FeSe calculated at different biaxial strain values of 
-2% (red dash-dotted line), 0% (black line), and 2% (blue dotted line): (a) non-magnetic phase (NM); 
(b) checkerboard antiferromagnetic phase (AFM). The Fermi energy is set to zero. 
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Fig.3: Phonon dispersion curves of bulk FeSe calculated at different biaxial strain values of -2% 

(red dash-dotted line), 0% (black line), and 2% (blue dotted line): (a) non-magnetic phase (NM); (b) 
checkerboard antiferromagnetic phase (AFM). 
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Fig.4: Phonon Density of States (pDOS) of bulk FeSe calculated at different biaxial strain values of 

-2% (red dash-dotted line), 0% (black line), and 2% (blue dotted line): (a) non-magnetic phase (NM); 
(b) checkerboard antiferromagnetic phase (AFM). 

 
Using the optimized atomic coordinates, we firstly calculate the electronic band structures of FeSe 

for three different values of biaxial strain (Fig. 1). For the strain-free FeSe, there are five bands 
crossing the Fermi level. Across the Fermi level, those bands exhibit a downward shift as the strain is 
increased from -2% to 2% for both NM and AFM phases. The opposite effect occurs for the bands at 
lower energies around -7 eV. 

As shown in Figure 2, The electronic density of states (eDOS) at the Fermi level is slightly reduced 
by the increasing strain, due to the downward shift of weakly dispersive energy band along Γ–Z near 
the Fermi level. Moreover, several peaks in the eDOS are clearly enhanced as the strain is increased 
from -2% to 2%. 

Secondly, the lattice dynamics and EPC of FeSe under biaxial strain have been explored. In 
Figure 3, the phonon dispersion curves are plotted along selected high-symmetry directions in the 
BZ, for three different representative strain values. Notably, there are no negative phonon frequencies 
in any of the phonon dispersion curves, thus indicating that the strained FeSe structure is dynamically 
stable.  

As the biaxial strain is increased from -2% to 2%, the high-frequency phonon modes soften, 
whereas the low-frequency modes remain unaffected. This behavior is also highlighted by the 
evolution of the phonon DOS (pDOS) with strain, plotted in Figure 4. It is also worth noticing that 
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the effect of the magnetic ordering hardens the higher frequency phonons, which reach up to 
400 cm-1. 

 
3.2 Electron-phonon coupling 
 
In this last section we discuss the behavior of the EPC constant as a function of the biaxial strain, 

together with its implications on the superconducting properties of FeSe. 
In Figure 5, the Eliashberg function α2F(ω) is plotted as a function of phonon frequency, for three 

different strain values. As it can be easily inferred, although the peak positions of α2F(ω) coincide 
with those of pDOS, their peak strengths are highly affected by strain. This implies that the low-
frequency EPC matrix elements strongly depend on biaxial strain. 

By proper integration of a2F(ω), several superconducting related quantities (namely: the EPC 
constant λ, ωln, and Tc) can be evaluated. The effective electron-electron repulsion μ* is evaluated by 
means of the Bennemann and Garland expression [26]. All these quantities are listed in Table I. 

In unstrained FeSe, we have found that the EPC constant λ increases from ≈0.25 for 
non-spin-resolved FeSe (NM phase) to ≈0.40 for the checkerboard spin-resolved configuration (AFM 
phase), in agreement with previously published ab-initio results [27]. It should be pointed out that the 
value of λ is slightly higher than that calculated within the Generalized Gradient Approximation 
(GGA) (λ = 0.14-0.18 [12, 13]). This is expected: in fact, LDA tends to underestimate the bond 
length, thus resulting in larger deformation potentials. The increase of the electron-phonon coupling 
due to magnetic ordering leads to a Tc of 0.17 K when iron moments are included in the calculation, 
and for practically zero values in the opposite case. The critical temperature based on the McMillan 
equation are not high enough to achieve consistency with the experimentally measured 
superconducting transition of 8 K for FeSe, even for the checkerboard spin-resolved case. This 
suggests that the electron-phonon mechanism alone cannot explain superconductivity in Fe-Se 
systems. 

With the application of a compressive biaxial strain, a rise of λ can be clearly seen in the AFM 
phase (Fig. 6b). At -2% strain, λ is enhanced by about 18%, in comparison with the strain free case. 
However, even at this strain level FeSe can only superconduct at a rather low temperature of ≈0.7 K, 
which is far from the experimentally observed Tc.  

Nevertheless, the behavior of the estimated Tc is in qualitative agreement with the experimental 
findings [8], thus implying that EPC might play a crucial role in biaxially strained iron-based 
superconductors. 
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Fig.5: Eliashberg spectral function α2F(ω) bulk FeSe calculated at different biaxial strain values of -

2% (red dash-dotted line), 0% (black line), and 2% (blue dotted line): (a) non-magnetic phase (NM); 
(b) checkerboard antiferromagnetic phase (AFM). 
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Fig.6: The EPC constant λ and Tc of FeSe as a function of the biaxial strain for non-spin-resolved 

(left) and spin-resolved configurations (right). 
 

 
Table I: Summary of main calculated results for FeSe under biaxial strain in the non-spin-resolved 

(NM phase) and spin-resolved configurations (AFM phase). 
Strain 
[%] 

N(εF) 
[states/eV] O Zln 

[K] μ* Tc 
[K] 

 
NM 

 
-2 1.55 0.25 197 0.158 8.67×10-7 
0 1.47 0.25 206 0.155 1.66×10-6 
2 1.38 0.23 150 0.151 1.08×10-7 

 
AFM 

 
-2 1.55 0.48 221 0.159 0.66 
0 1.51 0.40 229 0.156 0.17 
2 1.51 0.31 209 0.156 2.78×10-3 

 
 

4 Summary 
 
In summary, we investigated the enhancement of superconductivity in the spin-resolved FeSe 

superconductor subjected to biaxial compressive strain. The electronic band structures, phonon 
dispersions curves and electron-phonon coupling (EPC) constant were computed at different values 
of biaxial strain. The critical temperature, Tc, has been evaluated using the Allen-Dynes modification 
of the McMillan formula, whereas the effective Coulomb repulsion was estimated using the 
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Bennemann-Garland expression. By applying a biaxial compression of -2%, we found that the EPC 
constant can increase up to about 390% with respect to its strain-free value, as the Fe spins align in 
the magnetic checkerboard configuration. Our calculations clarify that biaxial compressive strain can 
indeed remarkably enhance the EPC in FeSe. However, such enhancement is still too weak to fully 
explain the high Tc values observed in bulk FeSe, thus implying that other mechanisms - along with 
the electron-phonon coupling - needs to be considered in iron-based systems. 
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ABSTRACT. For the rail industry, the coach temperature regulation is becoming a
crucial task to improve passenger comfort. Its importance is due to government
regulations that require rail industries to implement methods for controlling the
Heating, Ventilation and Air Conditioning (HVAC) on-board systems of modern
trains. Modern automated systems create a new dimension in the diagnostics and
maintenance of complex systems in a new cost-effective and efficient way, and
calls for new methods to deal with high-dimensional, high-correlated and hetero-
geneous operational data collected on board. A novel method based on the appli-
cation of neural networks (NN) to pattern recognition in statistical quality control
is introduced by means of real industrial multiple-stream process data in order to
support prognosis of faults and to recover interpretability, which is typically over-
looked by NN approaches.

1 Objectives

In the industry 4.0 environment, statistical process control (SPC), fault diagnosis and fault detection
play a key role to avoid unplanned down-times and to reduce maintenance costs of modern automated
systems. The ongoing digitalization creates a new dimension in the diagnosis, maintenance and oper-
ation of these systems in a new cost-effective and efficient manner [6]. The challenge is to turn high
dimensional, high correlated and heterogeneous operational data affected by noise and environmental
fluctuations into value. Machine learning methods (ML) are naturally prone to automatically identify
patterns at the price of massive training reference datasets. In particular, supervised ML methods [5] are
able to identify normal and out-of-normal behaviours but require a sufficiently large number of labeled
training data. Ideally, the same number of training data should be available for each behaviour class.
However, this is not feasible in practice because systems usually work under normal conditions for the
most part of their life and faults are generally very rare so making real datasets usually unbalanced.
On the other hand, unsupervised ML approaches do not require labeled training data and additional
information on the input data, but have the drawback of showing lower performances in fault detection
and classification. Hence, in what follows, semi-supervised method, based on autoencoders [4], will be
explored to mitigate drawbacks of both supervised and unsupervised methods and will be embedded
into a SPC scheme [7] [10].

⇤Corresponding author. E-mail: antonio.lepore@unina.it.
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2 Methods

As is known, autoencoders are typically useful for rare-event classification. The semi-supervised ap-
proach consists in training the model based on normal behaviour data, only. Then it can be likely
exploited to alarm for any change in the correlation structure and to provide signaling of assignable
causes. We define a time-point-wise reconstruction error between the input data and its reconstructed
output, defined as the error sum of squares (SSE) over all the sensors. Then, according to the empirical
distribution of the reconstruction error of the training set, we define an upper threshold, referred to as
upper control limit (UCL), to alarm for possible anomalies when the observed point exceeds the UCL.
The UCL is determined by using the results for the validation set. Formal definition of training, vali-
dation and test set can be found in [5]. This is based on the intuition that the more a point differs from
the training set, the less the autoencoder is able to restore it [8].

Autoencoders are a type of artificial neural network (NN) used to learn from a set of data. Its goal is
to copy the input to the output, getting the significant aspects of the data to be copied. Autoencoder
has two main parts: an encoder, which maps the input x into the so-called code or latent representation
h, represented by the function f = h(x) and a decoder, whose goal is to obtain a representation x0

very similar to its original input. It is described by the function x0 = g(f). Actually, an autoencoder
may be regarded as a traditional feed-forward, non-recurrent NN. In particular, the decoder is sym-
metric to the encoder in terms of layer structure and the output layer must have the same number of
neurons as the input layer [4]. Since our goal is to capture into the code layer the main proprieties
of the input for the fault detection analysis, we design a code layer with smaller dimension than the
input’s. An autoencoder whose code dimension is less than the input dimension is called undercom-
plete. To minimize the reconstruction error, autoencoders are trained by minimizing a loss function

L(x, g(f(x))) = L(x, x0) = kx � x0k2, where L is the loss function penalizing g(f(x)) for being
dissimilar from the input vector x. L is assumed to be the mean squared error. In the general case,
which considers more than one hidden layer, we have to compute all these values for any layer of the
NN.

3 Real-case Study

In the rail industry the efficient temperature regulation is becoming a necessity in the face of strong
competition and overcrowded carriages. Over the past few years, new European standards were devel-
oped for the thermal comfort, taking into account the different operating requirements of rail vehicles.
In order to meet this standard and to improve the performance of HVAC systems, railway companies
have been collecting and continuously storing multiple-stream data for each train coach. We focus
attention on four temperature measurements available for each train coach: 1) interior temperature,
2) exterior temperature, 3) theoretical temperature to be achieved by the room air and 4) temperature
supplied by the air conditioning. The average coach temperature has to recover within ±2 degrees
of the required interior car temperature, as established by the European standards [3]. When a fault
occurs, this requirement is no longer satisfied. We monitor all the 24 signals available (four per each
train’s coach) to detect if one or more coaches/streams show unusual behaviours with respect to other
coaches/streams or from the normal operating conditions, i.e., in which domain expert guarantees the
system is under usual behaviour, usually referred to in SPC literature as Phase I. We consider a training
set corresponding to the Phase I and a test set corresponding to a period that contains normal and fault
data, which is accordingly referred to as Phase II. The parameters of the model are learned by back
propagation and Adam optimization algorithm based on normal data [4]. We need to define an error
threshold, an upper limit to distinguish between normal and anomalous behaviour. We define it as the
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Table 1: Autoencoder hyperparameters. In bold, the hyperparameters, with their ranges, chosen through
grid search tuning procedure.

Hyperparameter Explored values Chosen value

Learning rate {0.1,0.01,0.001,0.0001} 0.01
Number of input layer nodes 24

Number of hidden layer nodes {1,4,10,12,14,16,18} 12
Number of output layer nodes 24

Activation function for hidden layer {relu, elu, tanh, sigmoid} elu
Activation function for output layer {relu, elu, tanh, sigmoid} elu

Epochs 100
Batch size 128

n-th percentile {95th, 97th, 99th} 99th-percentile

n-th percentile of the error distribution of the training data as UCL with n controlling the false alarm
rate. After setting this value, if a point in the test set has a reconstruction error larger than UCL, it
is signalled as possible anomaly. Since it directly affects the model fault performance, we consider it
as a hyperparameter. The choice of the autoencoder hyperparameters is the result of a grid numeri-
cal search through Monte Carlo simulation investigation. For each hyperparameter, a finite range of
values is explored (Table 1). The grid search algorithm trains a model for every combination of hy-
perparameter values. We train a single hidden layer autoencoder. In Table 1, the activation function is
to be considered as different for each layer. Within the grid search algorithm, a total of 810 NNs are
trained, each corresponding to a different combination of the selected hyperparameters. All the NNs
were trained by means of the open source JUBE benchmarking environment [11]. Each network has
needed a training time of about one minute on a single core of an Intel Xeon Platinum 8160 node of
the ENEA CRESCO6 system (2.10GHz, 192 GB RAM, no GPU). The implementation of complete
technique and analysis performed through the open source software environment Python 3.0 [12]. The
experiments are implemented with Keras 2.2.2 [2] with TensorFlow 1.14.0 [1] as backend. The test
set used to validate the model is unbalanced. Thus, precision, recall, and F1�score (i.e. accuracy) [5]
are used as indicators for evaluating the fault detection performance. The number of epochs used in
the training phase is 100 and the batch size is 128. The optimal hyperparameter, resulting from the
tuning process, are summarized in Table 1. This model reaches a very high level of fault prediction
accuracy (F1�score is 98%) and precision (99%), which accounts for the false positive rate. The re-
construction error referred to the test set is plotted in Figure 1. The x-axis and y-axis are, respectively,
the time and SSE, over all features, between the input and reconstructed output. The horizontal line
represents the 99-th percentile, while the dot vertical line is the time instant when the system manifests
a fault. As an example in Figure 1, we observe that the reconstruction error is very large. In Figure
2, we plot the accuracy of our autoencoder model as a function of the number of hidden units and the
learning rate. Note that the accuracy, in terms of F1�score, increases with the number of neurons in
the hidden layer, until a local maximum is reached, after which the representational capacity of the
model starts decreasing because of the over-fitting problem. For the data set at hand, we select 12
hidden layer nodes, corresponding to the larger accuracy. The learning rate accounts for the speed at
which a machine learning model learns [13]. As we can see in Figure 2, if we consider a learning rate
smaller than 0.01, the accuracy decreases and indicates that the model needs more training epochs to
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correctly update the weights. On the contrary, if we consider a larger learning rate, the model quickly 
converges to a (sub)-optimal solution. The F1 score is practically zero, because the model is not able 
to recognize the faulty condition and wrongly classify all of them as normal. 

Figure 1: Reconstruction error vs time in the test set. 

Figure 2: Test set accuracy, in terms of F1 score, at different hidden layer nodes (left) and at different 
learning rates (right). 

4 Conclusion 

The proposed method for fault detection and isolation for HVAC systems embeds autoencoders in a 
semi-supervised fashion for a SPC scheme. The number of nodes in the hidden layer has been properly 
selected to avoid overfitting for the problem at hand. Further, the choice of the learning rate plays a 
key role. The high values of the evaluation performance indices prove that the proposed autoencoder 
is able to adequately learn the fault characteristics of the system. No data preprocessing is needed and 
the domain knowledge is limited to the selection of the normal-condition data to be used in the training 
phase. 
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ABSTRACT. In this contribution we present a simulation study of the role played by
the trapped solvent at the interface between block copolymers (BCP) films and ran-
dom copolymer (RCP) brush. The study is performed by using the hybrid particle-
field molecular dynamics method. This approach is applied to systems consisting
of poly(styrene)-b-poly(methyl methacrylate) thin films deposited on poly(styrene-
r-methyl methacrylate) brush layers. By calculating the density profile of BCP,
RCP and solvent, we observe an increase in the amount of trapped solvent as the
BCP film thickness increases. At the same time, a significant decrease of the in-
terpenetration length between the BCP and RCP is found, thus suggesting that the
interpenetration between block copolymer chains and brush chains is hampered by
the solvent.

1 Introduction

Block copolymer (BCP)-based techniques represent nowadays useful protocols to design a wide range
of nanostructures without the limitations due to conventional photolitho-graphic methods [1]. Indeed
BCPs are relatively inexpensive materials, and their self-assembly, driven by microphase separation,
gives rise to periodic features with size, spacing, and shapes depending on the chain length, molecular
weight, and composition [2]. In particular, the orientation of the BCP in thin films, typically deposited
on a silicon substrate, can be controlled by several strategies, including the use of random copolymers
(RCP) grafted to the substrate. Within this mechanism, the BCP ordering is the bottleneck of the pro-
cess. The infiltration of solvent into the BCP film during the phase-separation process can increase the
chain mobility, lowering the free energy barriers to the ordering process. A proper investigation of the
role played by the solvent at the BCP-RCP interface is therefore crucial. In the present work we study
the behavior of the trapped solvent, constituted by toluene, at the interface between poly(styrene)-b-
poly(methyl methacrylate) thin films and poly(styrene-r-methyl methacrylate) brush layers. The study
is performed by means of the hybrid particle-field molecular dynamics representation (MD-SCF) [3],
which allows to obtain a fast relaxation of polymer chains [4]. In order to obtain accessible simulation
times for a proper calculation of density profile and interpenetration length of BCP, RCP and solvent
we thus make use of CRESCO supercomputing resources.

⇤Corresponding author. E-mail: gmunao@unisa.it.
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2 Simulation method

The simulation approach adopted in the present study is based on a combination of a standard molecular
dynamics approach and a self-consistent field theory [5] for the calculation of non-bonded potentials.
The resulting scheme is known as hybrid particle-field model [3]: according to such an approach, the
hamiltonian of a system comprised by M molecules can be split as:

Ĥ(�) = Ĥ0(�) + Ŵ (�) (1)

where � represents a point in the phase space and the symbol ˆ indicates that a given quantity is a
function of the microscopic state corresponding to �. In Eq. 1, Ĥ0(�) is the Hamiltonian of a system
with molecules experiencing only intramolecular interactions, whereas Ŵ (�) is the contribution due
to the other non-bonded interactions. The latter is calculated as an external potential V (r) on single
particles, due to the density field. The details of the derivation of V (r) can be found elsewhere [3]. The
mean field solution for the potential acting on a particle of type K at position r, V (r) is:

VK(r) = kBT
X

K0

�KK0�K0(r) +
1


(
X

K

�K(r)� 1) (2)

where kB is the Boltzmann constant, T is the temperature, �KK0 are the mean field parameters for the
interaction of a particle of type K with the density field due to particles of type K 0 and the second term
on the right-hand side of Eq. 2 is the incompressibility condition,  being the compressibility. Also,
�K(r) and �K0(r) are the density functions of the CG beads of type K and K

0, respectively.
In the present work proper coarse-grained (CG) models have been introduce in order to simulate the
behavior of substrate, polymer and solvent. In the silica substrate 18720 beads (named B, each one
representing five SiO2 groups) are arranged in a hexagonal configuration with a lattice distance of 0.7
nm. The substrate is constituted by eight connected layers with a total thickness of 4.9 nm. A single
RCP chain is constituted by a random sequence of two different beads, named M and S, each one
representing five PMMA and six PS repeating units, respectively. A variable number of RCP chains is
grafted onto the surface of the silica substrate, according to the target grafting density to simulate. The
percentages of M and S bead types are 35 and 65%, respectively. In the BCP chains, the M and S beads
are organized in two different blocks with the S block containing 70% of the beads of the whole chain.
In the CG model of the solvent, a single bead (named T), represents five toluene molecules. Finally, in
order to simulate the interface between the BCP and air, we have also introduced vacuum beads (named
V), according to a prescription provided in the literature [6], with the same molecular weight of the T
bead type.

3 Results

The effect of the solvent at the RCP/BCP interface can be investigated by plotting the density profiles
of toluene calculated along the z axis which is the direction perpendicular to the interface. In the top
panels of Fig. 1 the density profiles for all the solvent concentrations and for the BCP film thickness of
30 nm are reported. We observe that the solvent profile shows a double-peak structure, with the first
peak placed in proximity of the RCP/BCP interface. The second peak, located at the BCP/air interface,
is due to a spurious effect, since in the present simulations the toluene concentration is constant and
cannot leave the simulated system. As a consequence, a significant accumulation of toluene at the
interface is observed. The amount of solvent at the RCP/BCP interface decreases as the toluene con-
centration decreases, even though the double-peak structure is still maintained. In the same conditions,
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Figure 1: Top panels: density profiles of toluene along the z axis for R8.0 (left) and R19.5 (right).
Bottom panels: density profiles of BCP and brush layer along the z axis for R8.0 (left) and R19.5
(right). The thickness of the BCP film is 30 nm.

Figure 2: Interpenetration length ⇠ as a function of toluene for RCP with different molecular weights
and BCP film thicknesses.

we also alculated the density profiles of the BCP along the z axis (bottom panels of Fig. 1). The BCP
distributions are quite symmetrical, reaching a maximum value at approximately 2/3 of the simulation
box height.

Finally, in order to complete the investigation of the behavior of the solvent at the BCP/RCP interface,
we calculated the interpenetration length ⇠ between the BCP and RCP brush upon performing the
overlap integral by using Eq. 3:

⇠ =

Z
dz⇢1(z)⇢2(z) (3)
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where ⇢1(z) and ⇢2(z) are the density profiles of RCP and BCP, normalized by their bulk values, re-
spectively. The overall behavior of ⇠ as a function of solvent concentration, molecular weight of the
RCP, and thickness of the BCP is reported in Fig. 2. ⇠ decreases upon increasing the toluene concen-
tration in agreement with experimental results. In addition, it is worth noting that ⇠ increases upon
increasing the molecular weight of RCP while keeping constant the toluene concentration. Overall,
the results shown in the present contribution highlight the strong connection between the existence of
residual solvent in the RCP/BCP stack and the thickness of the interface between the brush layer and
the BCP film. In particular, these results clearly demonstrate that RCP/BCP interpenetration is signifi-
cantly hampered by increasing solvent content in the polymer stack.
The investigation of the role played by the solvent at the RCP/BCP interface with such a degree of
accuracy has been possible thanks to the CRESCO Supercomputing resources, and for this purpose we
have performed extensive molecular simulations on the cresco queues cresco6 h144, cresco4 h144 and
small h144. A combined experimental and computational work concerning the topics addressed in the
present study has been recently published on ACS Appl. Mater. Interfaces 2020, 12, 7777, in which
we thank the HPC team of Enea (http://www.enea.it) for using the ENEA-GRID and the HPC facilities
CRESCO (http://www.cresco.enea.it) in Portici.
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ABSTRACT. Thermal anisotropical lattice expansions have been calculate for a 
series of close related β-blocker organic molecules showing similar packing in 
solid state. The fast HF-3c method was able to reproduce the experimental trend 
and on the basis of the calculated results, the role of hydrogen bond column has 
been highlighted. 

1 Introduction: Isotropic vs Anisotropic Expansion 

In a crystal, a temperature variation is followed by a change of a cell volume. As shown in Figure 1, 
when the same proportional change is observed for all cell axes, an isotropical lattice expansion is 
observed. On the other case, the lattice undergoes to an anisotropical expansion. This is well studied 
for inorganic materials, while for organic crystals is usually not consider. On the other side for 
organic crystals and for APIs (Active Pharmaceutical Ingredients), an unrecognized anisotropic 
thermal expansion could cause misunderstanding and wrong assignments when comparing the room 
temperature experimental powder pattern with calculated one based on single crystal data obtained at 
low temperature. [1] 

Fig.1: Anisotropical vs isotropical lattice expansion. 

Few years ago, we analysed a series of closed related metoprolol salts. Metoprolol is drug used to 
treat heart failure and cardiovascular diseases with a β1 selective β- adrenoreceptor blocking activity. 
We noticed that the tartrate salt expands isotropically, while metoprolol succinate salts undergo an 
anisotropic lattice expansion. [2] Unfortunately the systems where too large to be treaded 
computationally but also the metoprolol free acid undergoes to the anisotropic thermal expansion. [3] 
Instead the polymorph I of the β-blocker drug betaxolol (see scheme 1) [4] with the same identical H-
bond motifs and packing arrangement in the solid state, as shown in Figure 2, expands isotropically. 
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Fig.2: Comparison of the packing arrangement in metoprolol (a) and betaxolol I (b). Reproduced and 

adapted from ref. [9]. 
 
A search in the Cambridge Database [5] revealed other close related structures, namely 1-(4'-
cyanomethylphenoxy)-2-hydroxy-3-(isopropylamino) propane (refcode KAZPOQ) [6], racemic 
propranolol (refcode PROPRA10) [7] and (S)-propranolol (refcode IMITON) [8] (Scheme 1). 
Common to all the structures is the presence of hydrogen bonded chains along one cell axis. The 
length of the axis varies from 4.980Å for PROPRA10 to 5.449Å for KAZPOQ. 

 
Scheme 1. Adapted from ref. [9]. 

 
For these systems, a computational approach was feasible and we calculated the thermal expansion 
for all the crystal structures and for a hypothetical polymorph of metoprolol optimized in betaxolol 
lattice identified by the acronym POLMET. This allowed to find a correlation between structural 
arrangement and thermal behaviour for this class of organic molecules. [9] 

 
2 Computational methods 
The dispersion corrected DFT (DFT-D) methods are nowadays a powerful tool for the calculation of 
noncovalent interacting systems such as organic crystals. [10] It has been shown that electronic 
lattice energies have low mean absolute errors (1 – 3 kcal/mol). [11] On the other side, recently the 
HF-3c method was tested for an expansion study of an organic molecule comparable in size and 
complexity to our systems. [12] HF-3c is based on Hartree-Fock calculation optimized for speed 
using different corrections to include long-range London dispersion interactions, the basis set 
superposition error (BSSE), and the short-range basis set incompleteness. [13] The small MINIX 
basis set [14] is also used assuring a fast calculation time. Beside the large semiempirical character, it 
provides on average correct bond lengths and it is not depending on the size of the grid for its 
analytical nature.  
The computational work has been carried out using the CRYSTAL17 software package. [14] The 
atom coordinates and the lattice constants have been optimized and the final points have been 
characterized by frequency calculations. In order to calculate the thermal expansion, Quasi Harmonic 
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Approximation (QHA) is used to introduce the missing volume dependence of phonon frequencies 
by retaining the harmonic expression for the Helmholtz free energy. A routine of CRYSTAL17 code 
allows calculation of the thermal expansion after four constrained volume optimizations and 
frequency phonon computations. [15] The four points are used: the optimized volume Vo, a volume 
with 2% compression and two volumes with 2% and 4% expansion. For metoprolol and betaxolol I, 
the experimental variations of the cell volume and axes are well reproduced and the trends are as 
expected. The error on the cell volume is around 3% and 6% in line with the difference usually 
observed in literature as shown in Figure 3. [12] The computational work has performed on 
CRESCO6 ENEA HPC Cluster [16] 
 

 
Fig.3: Comparison of the calculated and experimental (dot plot) volume and axes for metoprolol (a, 

c) and betaxolol (b, d). The data are normalized with respect to the experimental value at 130K. 
Reproduced and adapted from ref. [9]. 

 
3 Calculated expansion trends 
 
The calculated thermal expansion for metoprolol and KAZPOQ showed a shrinkage of the axis of the 
hydrogen bond column, while an increase is instead observed for the other structures. We also 
noticed that the value of the axis for the metoprolol and KAZPOQ structures was greater than 5Å, 
while for the other four ones it was smaller than 5Å. In order to verify this trend, we build a 
simplified model of our molecules organized as one dimensional chain with hydrogen bond column. 
The length of the optimized axis is 4.86Å. We also re-optimized the model system fixing the mono 
dimensional axis between 4.20 Å and 5.50 Å. The energy variation as function of the axis length is 
presented in Figure 4. 

  
Fig. 4: A picture of the simplified model (left) and the graph of Energy versus axis length (right). The 
axis length for the given structure are highlighted by arrows. Reproduced and adapted from ref. [9]. 

 
The graph tells that a shrinkage of the axis is favorite when in a given system the axis of the 
hydrogen bond column (e.g. metoprolol or KAZPOQ) is longer than the equilibrium distance of the 
mono dimensional model. When the axis is shorter, an elongation of the axis instead is expected. In 
other words, for these systems, hydrogen bonds are stronger than the other forces acting in the 
crystals. So at the increase of the temperature, the axis parallel to the hydrogen bond will relax 
toward the preferred length of the hydrogen bond column at a different rate respect the other axes. In 
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conclusion, anisotropic thermal expansion will be easily predictable, when the value of the crystal 
axis parallel to the hydrogen bond column is greater and far away the calculated equilibrium distance 
of the mono-dimensional simplified system. 
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ABSTRACT.  We develop an MCNP model of the KUCA (Kyoto University Critical 
Assembly) in an ADS (Accelerator Driven System) experimental layout with the 
primary objective of testing the novel cross-section data set JEFF 3.3 and 
implementing post-processing methodologies to produce Pulsed Neutron Source 
(PNS) responses from time-resolved MCNP simulation. Since the computational 
demand is prohibitive for our laboratory resources, the use of the CRESCO facility 
was mandatory, and it results in a two order of magnitude decreases of the average 
simulation time. Furthermore, the overall agreement between KUCA simulated and 
experimental PNS results was somewhat encouraging.   

 
1 Introduction 
ADS (Accelerator Driven System) are nuclear system based on the coupling of a sub-critical core (i.e. 
a fissile mass that cannot sustain a fission reaction chain autonomously) with an external source that 
furnishes a fraction of neutron necessary to maintain the nuclear chain reaction. The ADS external 
source belongs from the interaction of protons, accelerated by a cyclotron or in a linear system, that 
impinging into a metallic target, generates spallation neutrons [1]. KUCA (Kyoto University Critical 
Assembly) is a multi-core facility used for reactor physics studies [2] that also allows the investigation 
of ADS due to its capacity of coupling nuclear cores with the Fixed-Field Alternating Gradient (FFAG) 
proton accelerator [3]. What makes KUCA attractive for neutronic simulations is its relatively simple 
geometric layout, the presence of a limited number of materials, and high heterogeneity of the fuel.  
For this reason, following the indication find in [4], we develop an MCNP model of the KUCA-ADS 
system. One of the crucial aspects of an ADS is the continuous monitoring of the core to avoid 
uncontrolled reactivity increases that could trigger an incidental sequence. The PNS (Pulsed Neutron 
Source) is an experimental method, among others, candidate for the online monitoring of core 
reactivity. The main goals of our activity are to test the new nuclear data package JEFF 3.3  [5], refining 
some post-processing techniques for MCNP to simulate PNS (Pulsed Neutron Source) response [6] 
and estimate, via the Area Method [7], the degree of subcriticality of the KUCA-ADS system. Since 
the scope of the present paper is to report some of the aspects of this activity related to the use of the 
CRESCO computational facility, we indicate only a limited number of results. However, the reader 
can find a more comprehensive discussion of the results in [10]. The simulation results are in relatively 
good agreement with the experimental data, and future work will focus on the improvement of 
sensitivity analysis on cross-section data to define the margin of uncertainties in the simulation results 
and to assess their accuracy.  
 
2 MCNP 6.2 code on CRESCO 4 
As denoted by its acronym MCNP 6.2 (Monte Carlo N Particles)  is a general-purpose, three-
dimensional, time-resolved, MC (Monte Carlo) code for the transport of nuclear particles. It is used in 
the fields of Reactor Physics, Nuclear Medicine, Nuclear instrumentation design, Nuclear Imaging, 

 
1  Corresponding author. E-mail: nunzio.burgio@enea.it 

42 



Shielding, Dosimetry, Accelerator and Target design, Aerospace [8]. As a Monte Carlo codes, it infers 
the macroscopic quantities relevant for nuclear particles transport from the sampling of the cross-
section data on a user-defined geometry without any needs to resolve the transport equations. The main 
drawback of the MC technique is a slow convergency of the results that request, in some cases, the use 
of parallel programming techniques. We use an MPI executable obtained compiling the MCNP 6.2 
source code with the Intel Fortran compiler version 14.0.1 and linking it with OpenMPI library version 
1.6.5. A typical PNS simulation on KUCA request 320 tasks (1 thread each) with of sample of 2e9 
source protons with a simulation time of about 510 minutes. The use of CRESCO decreases of two 
orders of magnitude the computational time of the simulations.  
  
3 Description of the KUCA model 
The essential elements of the KUCA geometric layout, described in great details in [4], are: 

• Control Rods: height 1524 mm, neutron absorber Boron Oxide. 
• Moderator: Polyethylene Blocks of 1524 mm of height. 
• Fuel Rods: Thin Layer of metallic Uranium alternative with polyethylene in the central part 

(height 376 mm). Polyethylene buffers above and below the central part.   
A matrix of 25 rows and 27 columns reports the position of each element (Figure 1). For example, 
the fuel element located aside of the safety rod S6 is the element E(11,10) in the matrix, and the 1- 
inch BF3 detector is E(3,14). 

Figure 1: Schematic view of the KUCA geometry. 
 
As reported in Figure 1, the KUCA I-3configuration has a 5×5 matrix of fuel rods and the six control 
rods inserted in the core to realise a negative reactivity of -2390 pcm. We implement such configuration 
in an MCNP formalism using a script in Octave programming language [9] which accepts in input the 
geometrical and material specifications for the position of each element of the schematisation matrix, 
and it produces as output the correspondent MCNP input file. We add the beamline and the spallation 
Tungsten target manually to finalise the MCNP input. The source is a uniformly-distributed, circular-
shaped (radius 2.0 cm) proton beam with an energy of 100 MeV. Finally, we add the material 
compositions and their densities in the MCNP input according to the specifications reported in [4]. 
 
4 Area method and implementation of the simulated PNS response 
The complete simulation of a PNS experiment is a time-consuming task. Therefore,  we have adopted, 
beside the use of the calculation power CRESCO, a two-step simulation method to reduce the 
computation time further. In the first step (see Figure 2, left frame), an MCNP simulation has been 
performed having no time dependence in the proton source while having a suitable time binning in the 
secondary neutron fluence estimators. 
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Figure 2: Calculation procedure to obtain the PNS response (left frame); Identification of prompt and 

delayed neutron areas for the calculation of the reactivity level in a PNS response (right frame). 
 
In this modality, all the source particles start at time zero, as for a single instantaneous pulse that 
formally obeys to a Dirac's Delta time distribution δ(t). Consequently, a Monte Carlo estimator collects, 
in its time bins, the particle scores according to their time of arrival (counted from the birth of their 
source proton ancestor) at the estimator site generating the detector Instantaneous Answer Function 
(IAF) h(t). In the second step, a dedicated computer program convolves h(t) with the user-selected 
time-dependent source f(t), according to the relation 
𝑔(𝑡) = 𝑓(𝑡) ∗ ℎ(𝑡) = ∫ 𝑓(𝜏) ℎ(𝑡 − 𝜏)𝑑𝜏+∞

−∞                                             (1) 
It is worth noticing that f(t) is a succession of pulses sufficiently long to ensures stable neutron delayed 
level in the output response. Also, the pulse’s period must be longer than the neutron prompt decay 
time. The final simulated PNS response g(t) has the shape reported in Figure 2, that is similar to the 
one obtained experimentally, and allows the estimation of the system reactivity level, via the area 
method, using the well-known relation 
− 𝜌

𝛽
= 𝐴𝑝

𝐴𝑑
                                                                                                        (2) 

where Ap and Ad are respectively the prompt neutron area and the delayed neutron area in the PNS 
response reported in the right frame of Figure 2. 
 
5 Simulation Results and Discussion 
Figure 3a reports the time distribution of the 10B capture reaction rate as estimated by MCNP. This 
outcome is the IAF h(t) that convolved  according to Equation 1 with the accelerator pulses (period 20 
Hz, width 100 μs,  f(t) function)  yield in the PNS response (g(t) function of equation 1) of the 10B 
neutron capture rate (Figure 3b) expected after the accelerator shutdown (PNS response): the delayed 
neutron constant background is identifiable starting from 0.01 seconds.  

a) b) 
Figure 3: a) IAF of 10B capture reaction rate as estimated by MCNP (red curve); b) The PNS 

response after accelerator shutdown for the 10B capture detector (red curve).   
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Table 2 reports the reactivity level calculated from the simulated PNS responses using equation 2 (area 
method).  

 
Table 2 : Comparison of the calculated and measured level of reactivity at the BF3#1 detector in 

KUCA sub-critical configuration 
 

Simulated Area Method Experimental Area Method [4] 
Ρ 

[PCM] 
Error 
[PCM] 

ρ 
[PCM] 

Error 
[PCM] 

-2259 66 -2398 35 
The simulated PNS responses and the reactivity estimated with the area method are in relatively good 
agreement with measurements. Further work will be carried out in a systematic sensitivity analysis to 
assess the overall simulation uncertainties. Finally, the possibility to use the CRESCO computational 
facility represents for us an advantage not only shortening the calculation time but also allows us to 
consider a more significant number of simulation alternatives for the interpretation of the experimental 
outcomes. 
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ABSTRACT. Evolutionary games provide the theoretical backbone for many as-
pects of our social life: from cooperation to crime, from climate inaction to imper-
fect vaccination and epidemic spreading, from antibiotics overuse to biodiversity
preservation. An important, and so far overlooked, aspect of reality is the diverse
strategic identities of individuals. In this work, we show that allowing individuals
to adopt different strategies with different partners yields a very rich evolution-
ary dynamics, including time-dependent coexistence of cooperation and defection,
system-wide shifts in the dominant strategy, and maturation in individual choices.

1 Introduction

Evolutionary games are the paradigm for studying agent interaction dynamics in collective and net-
worked systems, and they are used to investigate competition in economic, social, and technological
systems [1]. In particular, much effort has been devoted to the evaluate the impact of the connectivity
structure in the evolution of social dilemmas on networks [5, 4].

So far, studies of evolutionary dynamics in networked ensembles have limited to the case were each
individual has a same cooperation-defection strategy with all their neighbours [7]. In this work we
abandon that limitation in favour of explicitly allow the players to adopt different strategies with each
partner. As a result, new and complexer dynamics flourish, as time-dependent coexistence of cooper-
ation and defection. Our results show that switching the focus from node to link dependent strategies
are critical for capturing a wide number of behaviors observed in human societies.

⇤Corresponding author. E-mail: irene.sendina@urjc.es.
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2 Model

We start by considering a network, G, made of N players (or units, or nodes), connected according
to a symmetric adjacency matrix, A = (aij), where aij = 1 if units i and j interact, and aij = 0

otherwise. Moreover, ki =
PN

j=1 aij is the degree of player i. The strategy matrix S = (sij), is
defined as sij = 1(2) if player i cooperates(defects) with player j, and sij = 0 if aij = 0. Each player
i is then here associated to a ki-dimensional vector of independent strategies. The prisoner’s dilemma
interaction game [6] is governed by the payoff matrix:

P =
C D

C b� c �c
D b 0

where parameters b > c > 0 account for the gain or losses each player obtains in all the possible
defection (D) or cooperation (C) pairwise interactions. The Nash equilibrium is mutual defection [2].

The link gain or loss is calculated as gij = P (sij , sji). The average payoff of player i is therefore
gi = 1

ki

P
j2⇤i

gij where ⇤i is the set of neighbors of i. The network state can be tracked by the

ensemble averaged cooperation level ⇢(t) = 1
N

P
i
kCi (t)
ki

where kCi (t) is the number of cooperative
links of node i at time t. Moreover, ⇢ = h⇢(t)iT and and �⇢ are, respectively, the time-averaged
cooperation density over an observation time T and the standard deviation of ⇢(t).

Each player i is assumed to imitate the strategy (C or D) used against it by its best neighbor along each
one of its ki links with probability

p =
1

1 + e�
�gi
↵

, (1)

where ↵ is a free parameter playing the role of an effective temperature in the above Fermi-Dirac
function, and �gi is the payoff balance (in units of b) between i and its best performer neighbour.

3 Numerical results

3.1 Numerical methods and use of computational resources

We used the CRESCO resources for the computational study of the prisioner’s social dilema in net-
works allowing individuals to use different strategies in all its interactions, considering different topolo-
gies, network size and different average degrees. Homemade MATLAB scripts were written and com-
piled with MATLAB Compiler and executed at CRESCO with MATLAB Runtime. Extensive dis-
tributed computations have been performed for large parameters ranges, with statistical validation of
the results. Calculations were performed in CRESCO4 and CRESCO5, using the h144 queues for full
evolution simulations. Homemade MATLAB scripts were used for visualizing the results.

3.2 Game evolution in scale-free networks

In Figure 1 we show (a) the cooperation density ⇢, (b) the associated standard deviation �⇢, and (c) the
link strategy index defined by `i = 1� |kDi �kCi |

ki
in the (b/c,↵) parameter space, obtained on scale-free,

N=1000 hki=4 networks.
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Figure 1: Diversity in strategic identities induces time-dependent states. Heatmaps (with colorbar 
on top) of ⇢ (a), �⇢ (b), and ` (c) in the parameter space (↵, b/c). See text for the definitions of all 
quantities. Simulations were performed over Tf = 10, 000 times units, while the time-averaging of 
all quantities was made over the last T = 2, 000 steps. Each point is obtained by a further ensemble 
average over 10 SF network realizations with size N = 1, 000 and average degree hki = 4. Isolines 
at the values of ⇢ = 0.5, 0.7, and 0.9 are drawn in panel a. The isoline at the value of �⇢ = 0.03 is 
reported in panel b. Three different regimes can be identified: i) a stationary state in which cooperation 
dominates the network, at sufficiently large b/c ratios and sufficiently small ↵ values (the red point 
labeled with C and located at (36,0.03) in panels a,b); ii) the classical regime for b/c < hki where 
defection becomes dominant and cooperators can no longer survive (the red point labeled with A and 
located at (2.5,0.048) in the same panels); and iii) a novel dynamical state with coexisting cooperators 
and defectors (the red point labeled with B and located at (5,0.048)). The emergence of the new state 
is a direct consequence of diversity in the players’ strategic identities. 

Figure 1(a) reveals that cooperation dominates for large b/c ratios and small ↵ values. This regime 
is marked with the red point C. When decreasing b/c, a transition occurs at b/c ⇠ hki toward the 
classical regime marked with the red point A [3], where defection dominates. In between, a novel 
dynamical state emerges, where time-dependent coexistence of cooperators and defectors persists in 
time. In panels (b) and (c) one can observe that this coexistence is characterized by a large �⇢ and `, as 
indicated by the red point B in panels (a) and (b), whereas regimes A and C are characterized by small 
values of those quantities. The new state, therefore, is a result of the diversity in the players’ strategic 
identities. 

Figure 2 reveals the details behind the dynamics emerging at the three points marked by letters A, B, 
and C in Fig. 1a. In case A (panel A1) defection dominates over cooperation in a stationary way. In 
case C (panel C1) the cooperators dominate after a longer transitory dynamics. 

Case B (Fig. 2, panel B1) shows that the coexistence of cooperators and defectors is characterized 
by system-wide shifts in the dominant strategy. At odds with case C, maturity never takes place, and 
players are forever trapped in a cycle of individual changes that allows time-dependent cooperation. 
In this case, diverse strategic identities are thus a successful vehicle for maintaining the survival of 
cooperation even at strongly unfavorable b/c ratios, but not for assuring the elimination of defectors. 
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Figure 2: The coexistence of cooperators and defectors is characterized by system-wide shifts
in the network dominant strategy. Time evolution of ⇢(t) of a single run of the game on a single
realization of an SF network with N = 1, 000 and hki = 4. Each panel corresponds to the game
parameters marked by red points in Fig. 1a). In panel A1, defection dominates over cooperation in a
steady state. Conversely, in panel C1 cooperators ultimately dominate, though temporal fluctuations
persist over a relatively large time scale. In the novel state (panel B1), the coexistence of cooperators
and defectors is characterized by system-wide shifts in the dominant strategy. The horizontal lines in
panel B1 mark the transitions from periods during which cooperation is dominant (intervals with label
TC) to time lapses during which defection dominates instead (intervals with label TD).

4 Conclusions

Unlike simple forms of life which use the same strategy for all their interactions, humans and many
animals do not. In this study of evolutionary games on structured networks, we allow individuals to use
different strategies in its interactions. We show that, regardless of the particularities of the implemen-
tation, diverse strategic identities give rise to evolutionary dynamics that is unseen in the monotonic
case. Our results include sudden systemic shifts and oscillations of dominant strategies in the network.
We have observed time-dependent cooperation and maturation in individual strategic choices, where
players initially change their strategies frequently and use different strategies with different neighbors,
only to eventually converge to an essentially monotonic strategy in time.

Given the high and robust degree to which diverse strategic identities affect the evolutionary dynamics
on networks, we argue that truly applicable models of the future should relax the one strategy for all
limitation and embrace the freedom and complexity of more realistic diverse strategic identities. As
our research shows, this allows individuals to carefully gauge their strategic vectors, which can lead to
socially optimal outcomes that would otherwise remain hidden or completely unattainable.
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ABSTRACT. Disordered granular superconductors present one or more small resis-
tivity peaks curves at lower temperatures than the critical one Tc [1–9]. A model
based on Josephson junctions array and Coulomb blockage capable to explain re-
entrant resistive peaks in diamond-like carbon-silicon films containing tungsten
was proposed by Chudinov et al. [10]. A computational method [11] developed ac-
cording to such a model for the determination of superconducting percolation paths
clearly showed their link to the peak-type re-entrant superconductivity [10]. Based
on the same model and approach, a further method was developed to compute the
critical current densities jc through simulated C—Si-–W granular superconduc-
tors in the temperature region T  Tc. The strict correspondence of experimental
and computed results [12] constituted a deeper confirmation of the validity of the
proposed underlying physical model and its capability to describe richer, more
structurated aspects of the re-entrant phenomenon.

1 Introduction

Re-entrant or quasi-re-entrant superconductivity phenomena in disordered metals have interested ex-
perimental and theoretical researchers since many years [13]. Re-entrant superconductivity has been
observed for the first time in magnetic superconductors of the type HoMo6S8 and ErRh4B4 [14]
consisting in a superconductor - dielectric transition at a certain temperature Tr under the critical tem-
perature of the superconductor Tc, the normal state then maintained down to T = 0K. Amorphous
carbon-silicon films containing tungsten (C–Si–W films: they are superconducting granular metals
consisting in superconducting metallic grains, approximately the same dimension, embedded in a di-
electric matrix) revealed another kind of re-entrant superconductivity phenomenon [4, 5], indicated as
peak-type re-entrant superconductivity: some samples show a very small but clear increase in resistance
when going down in temperature, followed by a return of the resistance to the former value, so that one
or more resistive peaks appear in a range of temperatures that should correspond to the superconduct-
ing state. Chudinov et al. [12] showed that multiple re-entrant peaks are associated to grains whose
sizes present distinct, well separated mean values. For example, the results we report in this paper for
two re-entrant peaks come from simulation boxes containing 65% and 45% grains with average radii
R̄1 = 220̊a and R̄2 = 250̊a, respectively (Figure 3). Based on path messages through communication
networks [15–17] and on deferred path messages for an efficient reduction of information handling, a
computational method to determine percolation paths trough granular superconductors showing peak-
type re-entrant superconductivity was recently presented and illustrated in details [11]. Considering
the interplay of Josephson energy, thermal energy and Coulomb blockage, such a method proved capa-
ble to explain the appearance of re-entrant resistivity peaks experimentally observed in diamond-like
carbon-silicon films containing tungsten. It showed that the re-entrant resistivity was the consequence

*Corresponding author. E-mail: giorgio.mancini@unicam.it.
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of the absence of percolation paths on activated superconducting grains crossing the entire samples
from side to side. The computed and experimental data for the temperature range and location of the
peaks resulted in strict agreement. From a physical point of view, the method allowed to describe the
paths the Cooper pairs walk from an electrode to the other one. Additional, richer information can be
obtained from the study of the current traversing the superconductor. As will be exposed in details
later, the intensity of the super-current that can flow through each couple of connected superconduct-
ing grains presents a maximum value, depending on radii and distance. This maximum super-current is
called the critical current of the couple, due to the fact that if a higher current than the critical one flows
through two coupled grains, it provokes their transition into the dielectric state. For a superconductor
as a whole, the critical current consists in the maximum current flowing through it such that no local
inter-granular critical current is exceeded. In other words, the critical current for a superconductor is
the maximum current it can be traversed by while maintaining its superconducting phase. Using the
model and approach for percolation as a starting point, a further method was developed to compute the
critical current densities jc through simulated C—Si-–W granular superconductors in the temperature
region T  Tc. Experimental measurements and simulations for critical currents in C–Si–W granular
superconductors with one or two re-entrant peaks were carried out and compared: they showed strict,
clear correspondences in all cases.

2 The physical bases

Metallic granular systems are superconductor when entirely crossed by Cooper pairs. In order to obtain
a superconducting shunt in a percolative system, there must be a path consisting of superconducting
connected grains. The absence of such a path at temperatures lower than Tc characterizes the appear-
ance of re-entrant resistivity peaks [10]. According to theoretical analyses [18–20], superconducting
metallic granular systems are governed -at low temperatures- by the competition between two energies
Ec and EJ , being Ec the energy of the Coulombian blockage acting on grains i and j (Figure 1):

E
i,j
c =

1

2

QiQj

Cij
, (1)

(with Cij the inter-granular capacitance, Qi and Qj the charges excess due to Cooper pairs (charge
2e)) and EJ the characteristic energy of Josephson junction coupling for nearest neighbouring grains
(i = j ± 1):

E
i,j
J (T ) =

⇡h̄

4e2
1

R
i,j
N

�(T ) tanh(
�(T )

2kBT
) (2)

where �(T ) = �(0)(1 � T
Tc
)
1
2 is the superconducting gap at temperatures T < Tc, �0 the supercon-

ducting gap at T = 0K [21], Ri,j
N the resistance for single electron tunnelling between neighbouring

grains and kB the Boltzmann constant. Finally, taking into account all energies involved at each tem-
perature T < Tc, (namely Ec, EJ and kBT ), two granules are connected -or activated- when one of
the conditions

(a) kBT � E
i,j
c (b) kBT < E

i,j
c and zE

i,j
J > E

i,j
c + kBT (3)

holds, with z -the nearest neighbours average number- accounting for shielding effect. Finally, for each
couple of connected grains (i, j) a critical current Ii,jc and its associate density J

i,j
c are defined which

depend on the grains distance and radii Ri, Rj according to the relations:

I
i,j
c =

⇡

2eRi,j
N

�(T )tanh(
�(T )

2kBT
) and J

i,j
c =

I
i,j
c

⇡ (Ri,j
min)

2
(4)
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Figure 1: Two neighbouring grains immersed the dielectric matrix, separated by the distance Si,j . 

where Ri,j is the smallest radius of the two grains. min 

3 The model 

As for the originating model, the numerical representations of our disordered granular systems were 
generated positioning spherical grains in a simulation box, their concentration, radii and mutual dis-
tances distributed gaussianly around known experimental values. Two main, different sets have been 
used to simulate samples with one or two distinct grain species. For the samples with one grain specie 
we generated two random gaussian distributions for radii and inter-granular distances characterised 

¯by mean values R and ¯, whereas for the samples with two grain species we generated two random 
gaussian distributions for radii and one for the inter-granular distances characterised by mean values 
¯ ¯R1, R2 and ¯. The closest grains to two opposite sides of the boxes constituted the injection (source) 
and ejection (drain) electrodes. In correspondence of a given temperature T  < Tc a graph (or network 
- the two terms used interchangeably in this paper) was determined by the association of a node to 
each grain and a weighted edge to each couple of activated grains (3). Dead-end paths were then re-
moved by subsequent searches for simple nodes (i.e. the ones insisted on by just one edge) [11]. This 
procedure has no effect on - and returns no information about - isolated rings and isolated clusters of 
multiple-edged grains. If such information are needed, equivalent, reduced graphs made only of active 
grains, presenting no rings and no isolated cluster can be obtained by a simple variant of the method 
illustrated in [11] for percolation paths, modifying the definition of exhausted edges and a single point 
of the sending process (sect. 6.1), such that: 

• An edge traversed in either direction will be indicated as an exhausted edge; 

1. (a) Edges can be traversed no more than once in either direction. 

As soon as there are no more active Tnodes, the nodes and edges in the sets of the complete and deferred 
paths constitute the desired reduced graphs. It is to notice that this variant runs much faster than the 
original, due to the reduction in the number of propagating path-messages (edges can be now crossed 
just once) and to the lack of the reconstruction process from deferred paths. 

4 Critical current computation 

Critical currents computations can be performed both on reduced and larger graphs, being the compu-
tational times the only difference. From the starting graph, a weighted network can be derived so that 
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Figure 2: Experimental (+) and numerical results for the critical current density in a single-peak C—
Si—W granular superconductor.

the determination of the critical current through the system can be obtained solving a maximum net
flow problem:
given a network G = (N ,A) with non-negative capacities ui,j associated to each arc (i, j) 2 A, be
s, t 2 N the source and terminal (drain) node, respectively, then a flow v is to be determined such
that:

8
>><

>>:

max v

P
{j:(i,j)2A} xi,j �

P
{j:(i,j)2A} xj,i =

⇢
0, if i 2 N � {s, t};

�v, if i = t

0  xi,j  ui,j

(5)

The correspondence between our granular system and the network was built associating each grain to
a node in N , each pair of connected grains to an arch (i, j) 2 A, setting ui,j = I

i,j
c (4) and introducing

two fictitious nodes s and t linked to the injection and drain electrodes, respectively, by arches of infinite
capacity. The critical current flow has then been computed by means of the well known Ford-Fulkerson
method [22].

5 Results

The results of the simulations for the critical current Ic are shown in Figures 2 and 3. They clearly
show the good agreement, both qualitative and quantitative, between the experimental data, the results
from the numerical simulation for the critical super-current, the positions of re-entrant peaks [10, 12].
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Figure 3: Simulations results for percolation paths and critical current in a two-peak C—Si—W gran-
ular superconductor. The number of processed percolation paths is reported up to a cut-off value of
10000 (flat red line).

6 Conclusions

Based on the physical model proposed by Chudinov et al. [10], a numerical method has been presented
for the computational determination of the critical currents in metallic granular superconductors. The
method proved its effectiveness and confirmed the validity of the implemented model showing strict
correspondences with experimental results.
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ABSTRACT. This document summarizes recent research on the synchronization of
networks of heterogeneous oscillators. The work is to a large extent numerical,
as it involves the integration of systems of ordinary differential equations and the
computation of Lyapunov exponents, as well as synchronization measures. Part of
these numerical methods were implemented in standard C codes that I wrote, com-
piled using gcc, and ran at CRESCO/ENEAGRID High Performance Computing
infrastructure. Two papers are discussed. The first one deals with the nature of
the transition between incoherent motion and synchronous dynamics in networks
of cooperative and competitive oscillators. Its aim is to clarify the mechanisms
underlying the phenomenon of explosive synchronization, whereby a system be-
comes abruptly synchronized under a tiny change of a control parameter. The
second presents a pinning method whose aim is to impose a given dynamics on a
freely evolving networked system. We illustrate this idea, which is of wide appli-
cability, with a trophic web network of 12 interacting mammalian species inspired
by European and North-American ecosystems.

1 Explosive synchronization under competition and cooperation

In the standard models of synchronization a population of oscillators undergo a continuous phase tran-
sition from incoherence to partial sychronization as the coupling strength reaches a critical value. Un-
der certain conditions, however, the transition becomes explosive: an abrupt onset of synchronization
follows an infinitesimal change in the coupling strength and hysteresis loops are observed, as in a ther-
modynamic first-order phase transition. The mechanism behind the onset of explosive phase transitions
has been the object of much recent interest. In most of the scenarios considered, a restrictive condition
correlating the natural frequencies to the topology of connections prevents the clustering of simlarly
evolving nodes that underlies the usual continuous transition. However, a simple adaptive mechanism
is already suffcient for the emergence of this intriguing phenomenon: in Ref. [1] we show that the
coexistence of cooperative and competitive oscillators changes the nature of the phase transition.

Specifically, we consider an adaptive Kuramoto-like model comprising N phase oscillators. The in-
stantanous phase of oscillator i is denoted by ✓i (i = 1, 2, · · · , N ), which evolves in time as follows

✓̇i = !i + �↵i

NX

j=1

Aij sin (✓j � ✓i) . (1)

⇤Corresponding author. E-mail: rigutier@math.uc3m.es.
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Here, !i is the natural frequency of the oscillator, � is the coupling strength and Aij is the adjacency
matrix (Aij = 1 is oscillators i and j are coupled, otherwise it is zero). The degree of a given oscillator i
is the number of neighbors it has, ki =

PN
j=1Aij . The novelty of the model lies in its coupling strength

being controlled by the Kuramoto global order parameter R through the local variable ↵i in Eq. (1).

The order parameter satisfies Rei� =
PN

j=1

PN
k=1 Ajke

i✓k
PN

j=1 kj
, where � is an average phase, and R quantifies

the global synchronization (0  R  1). The network is partitioned into two sets of nodes: there are
N⇢ competitors, with ↵i = 1�R, which decouple from their neighbors as global synchrony increases,
and N(1 � ⇢) cooperators, for which ↵i = R, which tend to couple more strongly to their neighbors
as the network becomes globally more synchronized. The population balance is controlled by the
competition fraction ⇢. The case ⇢ = 0 has been previously shown to lead to explosive synchronization,
while for ⇢ = 1 the ability to form synchronization clusters is enhanced and the transition is continuous.

We explore numerically the synchronization transition and its dependence on the competition fraction
⇢ in networks of oscillators with natural frequencies {!i} drawn from a uniform probability distribu-
tion in [�1, 1]. These are Erdös-Rényi (ER) networks and Barabási-Albert (BA) scale-free networks,
which are paradigmatic examples of homogeneous and heterogeneous networks, respectively, with an
average degree hki = 12. In Fig. 1 we show the R vs � curves for the forward and backward transition
to coherence (� is increased from 0 to 0.5, and then decreased back again) for two values of the com-
petition fraction ⇢ in an ER network. The presence of a vast majority of competitors, ⇢ = 0.8, leads to
acontinuous transition. By contrast, the existence of a large fraction of cooperators, ⇢ = 0.2, gives rise
to an explosive transition with hysteresis effects.
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Figure 1: Forward and backward synchronization transitions on an ER network of N = 1000 and mean
degree hki = 12. The insets show the transition points �B and �F and the distance between them d.

A continuum mean-field approximation, whereby ri ! R and �i ! �, yields an analytical solution.

For ⇢ 2 [0, 1], let F (k,!,�,↵, R) =
R
|!|<�↵Rk h(k,!)k

q
1�

�
!

�↵Rk

�2
d!dk, where h(k,!) is the

joint distribution of frequencies ! and degree k, one gets

R =
1

hki (⇢F (k,!,�, R,R) + (1� ⇢)F (k,!,�, 1�R,R)) . (2)

A solution for an ER network with hki = 12 and ⇢ = 0.3 is plotted in Fig. 2, where the existence of
an unstable solution is responsible for explosive synchronization. We conclude that the transition to
synchronization changes from explosive to continuous by simply modifying the population balance.
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Figure 2: Mean-field solution for ER network when ⇢ = 0.3. Green inverted-triangle line: synchro-
nization; red triangle line: incoherence; blue dashed line: unstable solution.

2 A pinning method for steering networks toward desired dynamics

In Ref. [2], we propose a procedure for imposing specific dynamic evolutions compatible with the
equations of motion on a networked system. Studying how to steer the dynamics of such systems is
of great interest in many areas of science. In contrast to previous methods, which rely of stringent
simplifying assumptions, this one does not impose any restrictions on the dynamics or the interactions.

We consider a two-layer network: one layer is the slave layer, which is the original network over
which one wants to impose the desired dynamics, and the other is the master layer, identical to the
slave, but realizing the desired dynamics. Our control method consists in establishing more and more
directed inter-layer links from nodes in the master layer to their counterparts in the slave layer. At each
step the selected node is the one whose pinning causes the most rapid approach towards inter-layer
synchronization. Before the pinning starts, both master and slave layers evolve spontaneously as

ṙi = f(ri) + �1

NX

j=1

Dji(z
2
j � z2i ) = f(ri) + �1

NX

j=1

Ljiz
2
j . (3)

where Dji = 1 if there is a directed link from node j to node i, and is zero otherwise. The graph can be
also represented by the Laplacian matrix Lji = Dji � kin,i�ji, where the in-degree of node i is kin,i =P

j Dji. The local dynamics of node i is given by f(ri), and �1 is the intra-layer coupling strength.
When the control procedure starts, each node i in the master network keeps evolving according to the
dynamics in Eq. (3), ṙMi = f(rMi ) + �1

P
j Lji(zMj )2. In the slave layer dynamics, instead, one has to

consider an additional term which accounts for the inter-layer coupling from the master layer (we take
a linear coupling through the y variable). One has ṙSi = f(rSi ) + �1

P
j Lji(zSj )

2 + �2�i(yMi � ySi ).
Here �i is a binary variable that is one if there is a link coupling node i in the master layer to node i in
the slave layer and is zero otherwise, and �2 is the inter-layer coupling strength.

We first explore our method on random graphs of N = 50 nodes with the in-degree kin (i.e. the number
of links pointing to a given node) and the out-degree kout (i.e. the number of links emanating from a
given node) uniformly distributed in {5, 6, . . . , 45}. Each node is a chaotic Rössler oscillator coupled
quadratically to its neighbors. The results are shown in Fig. 3. Two observables are employed to char-
acterize the synchronization between master and slave as additional inter-layer links are established in
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Figure 3: Steering the dynamics of networks of N = 50 Rössler oscillators. (Top). Lyapunov exponent 
max and synchronization error at each targeting step. (Bottom) Influence kout/kin of newly-pinned 

nodes. A 4th-order Runge-Kutta method is used for the integration of the 2⇥3⇥N =300 ODEs. 

successive targeting steps. One is the maximum Lyapunov exponent, max. The other is the synchro-
nization error, which is the time average of the Euclidean distance between the states of the master 
layer and the slave layer. A remarkable correspondence is found between the targeting sequence and 
the node ranking in terms of the influence index kout/kin, as shown in the lower panel of Fig. 3. This 
index is large when a node has a privileged position for influencing others, while receiving very little 
influence from the rest of the network. A strong correlation is also observed in BA and ER networks. 

We then consider a 12-species model of a mammalian food web inspired by holarctic ecosystems. We 
illustrate how to control such a trophic web through the pinning of a limited number of species. By 
controlling the populations of a relatively small number of species, one can make the system abandon 
its spontaneous evolution from its (typically uncontrolled) initial state towards a target dynamics, or pe-
riodically control it so as to make the populations evolve within stipulated bounds. The key information 
on the trophic web is contained in the sequence of pinned nodes, as this reveals which are the species 
whose population one must preserve or modify in order to maintain a desired dynamics or disrupt an 
undesired one. The pinning actions rapidly bring the slave system into the desired dynamical regime. 

In conclusion, we propose a versatile method for steering networks toward desired dynamics, which has 
shown to be valuable for unveiling correlations between node controllability and topological properties. 
Most importantly, the method is of practical value for the control of systems that do not satisfy the 
highly idealized requirements of network control methods in the literature. 
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ABSTRACT. We present a newly developed regional Earth system model. The

ENEA-REG system is made up of two interchangeable regional  climate

models  as  atmospheric  components  (RegCM and WRF),  a  river  model

(HD), and an ocean model (MITgcm); processes taking place at the land

surface  are  represented  by  land  surface  models  embedded  in  the

atmospheric components. 

We performed a multidecadal hindcast simulation for the period 1980-2013

over  the  Med-CORDEX  region.  Overall,  our  results  show  that  the

atmospheric components are able to correctly reproduce both large-scale

and local features of the Euro-Mediterranean climate. Nevertheless, when

WRF  is  used  as  the  atmospheric  component  of  the  Earth  system,  the

performances of the ocean model are remarkably better compared with the

RegCM version. 

1 Introduction

The Mediterranean basin is a complex region, characterized by the presence of pronounced topogra-

phy and a complex land-sea distribution including a considerable number of islands and several

straits. These features generate strong local atmosphere–sea interactions leading to the formation of

intense local winds, like Mistral, Etesian and Bora which, in turn, dramatically affect the Mediter -

ranean ocean circulation. Given the relatively fine spatial scales at which these processes take place,

the Mediterranean basin provides a good opportunity to study regional climate, with a special focus

on the air-sea coupling. For these reasons, regional coupled models have been developed and used to

study both present and future Mediterranean climate system; these models, depending on their com-

plexity, include several physical components of the climate system, like atmosphere, ocean, land sur-

face, rivers and biogeochemistry (both for land and ocean). Since the last two decades, an increasing

number of studies have been performed over the Mediterranean basin and nowadays there is a coor-

dinated effort for producing hindcast and future simulations over this region using regional coupled

climate models sharing some common protocols [1]. In particular, the Coordinated Regional Climate

Downscaling Experiment (CORDEX) was designed to produce, worldwide, high-resolution regional

climate simulations through a coordinated experiment protocol ensuring that model simulations are
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carried out under similar conditions facilitating thus the analysis, intercomparison, and synthesis of

different simulations. In the framework of the CORDEX program, regional climate model simula-

tions dedicated to the Mediterranean  area  belong to the  Med-CORDEX initiative [1].

2 Setup

The  ENEA-REG  regional  Earth  system  model  has  the  capability  to  include  several  model

components (atmosphere, river routing, ocean, wave) to allow different modeling applications. For

each simulation, the components of the modeling system can be easily enabled or disabled via the

driver's configuration file. In addition, the modeling framework also supports plugging new earth

system sub-components (e.g. atmospheric chemistry, sea ice, ocean biogeochemistry) with minimal

code changes through its simplified interface, which is called “cap”. The National United Operational

Prediction Capability (NUOPC) cap is a Fortran module that serves as interface to a model when it is

used in a NUOPC-based coupled system; it is a small software layer that sits on top of a model code,

making calls into it and exposing model data structures in a standard way [2]. 

In  the simulations  performed on CRESCO6,  the modeling system is  configured to include three

components:  a regional  atmospheric climate model,  a  regional  ocean model and an hydrological

model. The driver used to glue, regrid and exchange data among the three components of ENEA-

REG modeling system is RegESM [2]. The driver employs the Earth System Modeling Framework

(ESMF)  library  (version  7.1)  and  the  NUOPC  layer  to  connect  and  synchronize  each  model

component and perform interpolation among different horizontal grids [2]. While the ESMF library

deals with interpolation and regridding of exchanged fields, the NUOPC layer simplifies common

tasks of model coupling like component synchronization and run sequence by providing additional

wrapper  layer  between  coupled  model  and  ESMF framework.  It  also  allows  defining  different

coupling time intervals among the components to reproduce fast and slow interactions among the

model components. 

The  ENEA-REG  regional  Earth  system  model  is  made  up  of  two  interchangeable  atmospheric

components: the Weather Research and Forecasting (WRF) model and the REGional Climate Model

(RegCM). WRF is a limited-area, non-hydrostatic, terrain-following eta-coordinate mesoscale model

developed  by  the  NCAR/MMM  (National  Center  for  Atmospheric  Research,  Mesoscale  and

Microscale Meteorology division). The model domain is projected on a Lambert conformal grid with

a horizontal resolution of 15 km and with 35 vertical levels extending from land surface up to 50 hPa

(figure 1a). The other atmospheric component is RegCM (version 4.5) a hydrostatic, compressible,

sigma-p vertical coordinate model; the model domain is projected on a Lambert conformal grid with

a horizontal resolution of 20 km and with 23 vertical levels extending from land surface up to 50 hPa

(figure 1b).

The  ocean  component  of  the  ENEA-REG system is  the  Massachusetts  Institute  of  Technology

General Circulation Model (MITgcm version c65; Marshall et al., 1997). The MITgcm solves both

the hydrostatic and nonhydrostatic Navier-Stokes equations under the Boussinesq approximation for

an incompressible fluid with a spatial finite-volume discretization on a curvilinear computational grid

using the z* rescaled height vertical coordinate. The model domain has a horizontal resolution of

1/12°,  corresponding to  570x264 grid  points,  and  covers  the  entire  Mediterranean Sea  with  the

boundary conditions in the Atlantic Ocean (Figure 1). In the vertical the model is discretized using 75

unevenly spaced Z-levels going from 1 m at the surface to about 300 m in the deepest part of the

basin.
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Fig.1: Different domains of the ENEA-REG system, with green shading representing the topography

of the atmospheric models (i.e. WRF and RegCM, solid grey lines indicate the computational

domain) and blue shading the bathymetry of the ocean component.

In the experiments presented here, the atmospheric model retrieves sea surface temperature (SST)

from the ocean model (where grids are overlapped), while the ocean model collects surface pressure,

wind  components,  freshwater  (evaporation-precipitation,  i.e.  E-P)  and  heat  fluxes  from  the

atmospheric  component.  Similarly,  the  hydrological  model  uses  surface  and  sub-surface  runoff

simulated by the atmospheric component to compute the river drainage and exchanges this field with

the ocean component to close the water cycle (figure 2).  The model coupling time step between

ocean and atmosphere is set to 3-hours, while the coupling with the hydrological model is defined as

1-day. All the ENEA-REG components has been compiled with the intel compiler (mpiifort) and ran

over CRESCO6 using 360 CPUs; the domain decomposition has been achieved with MPI.

64 



627O3d$*HN6A8C@H$:67H;@KC@<9$<F$CN6$#%#&'(#)$;6E@<985$H<DK56:$A<:65O$!N6$E;669$P5<HG$;6K;6769C7 
CN6$8CA<7KN6;6$L@CN$CN6$CL<$H<AK<969C7$CN8C$H89$P6$7656HC6:$89:$D76:$Q@O6O$J(R$89:$(6E1,S-$CN6 
P5D6$P5<HG$@7$CN6$<H689$H<AK<969C$Q@O6O$,0!EHAS-$CN6$;6:$P5<HG$;6K;6769C7$CN6$;@=6;$;<DC@9E$H<AK<' 
969C$LN@56$CN6$E;6M$P5<HG$@7$CN6$#*,Rg%.231$H<DK56;$LN@HN$H<556HC7-$;6E;@:7$89:$6ZHN89E67$=8;@' 

8P567$P6CL669$CN6$:@FF6;69C$H<AK<969C7$<F$CN6$7M7C6AO 

9):;2+)-4<0=,< 

!N6$H<;;6HC$;6K;6769C8C@<9$<F$KNM7@H85$K;<H67767$C8G@9E$K58H6$8C$CN6$8@;'768$@9C6;F8H6$@7$H;DH@85$F<;$CN6 
7DHH677 $ <F $ 8 $ H<DK56: $ H5@A8C6 $ 7@AD58C@<9O $ & $ F@;7C $ 6=85D8C@<9 $ <F $ CN6 $ E<<:9677 $ L@CN $ LN@HN $ CN676 
K;<H67767$8;6$7@AD58C6:$@7 $E@=69$PM$CN6$8985M7@7$<F $ CN6$<H689$7D;F8H6$=8;@8P567$ 5@G6$*68$*D;F8H6 
!6AK6;8CD;6$Q**!SO$R@ED;6$X$7N<L7$CN6$H<AK8;@7<9$<F$7@AD58C6:$**!$L@CN$20**!$;6F6;69H6$:8C8 
8=6;8E6:$:D;@9E$L@9C6;$Q4mRS$89:$7DAA6;$Qmm&S$7687<97$F<;$CN6$C6AK<;85$K6;@<:$>UVI'IW>XO$J6 
;6H855 $ CN8C$**!-$@9$8$H<DK56:$7@AD58C@<9-$@7$8HCD855M$CN6$78A6$=8;@8P56$F<;$<H689$89:$8CA<7KN6;6 
H<AK<969C7$QLN6;6$E;@:7$<=6;58KS-$89:$ED@:67$CN6$CN6;A85$6ZHN89E6$K;<=@:@9E$89$8HC@=6$F66:P8HG 
8A<9E$CN6$CL<$H<AK<969C7d$CN6$N@EN6;$@7$CN6$:@FF6;69H6$8A<9E$**!$89:$8CA<7KN6;6$C6AK6;8CD;6-$CN6 
58;E6;$L@55$P6$CN6$N68C$6ZHN89E6$8C$CN6$@9C6;F8H6$CN8C$C69:7$C<$5<L6;$7DHN$:@FF6;69H6O$/<<G@9E$8C$R@ED;6 
X-$CN6$H<DK56:$A<:65$L655$;6K;<:DH67$CN6$20**!$7K8C@85$K8CC6;9$L@CN$89$8E;66A69C$58;E6;$CN89$WOUU 

65 

mailto:969C$LN@56$CN6$E;6M$P5<HG$@7$CN6$#*,Rg%.231$H<DK56;$LN@HN$H<556HC7-$;6E;@:7$89:$6ZHN89E67$=8


for  both the configurations  and seasons.  WRF-MITgcm shows moderate  biases  during winter  (-

0.24°C) and summer (0.23°C) while RegCM-MITgcm has a widespread negative bias in winter (-

0.9°C) and a positive bias in summer (0.25°C), with marked spatial patterns in the eastern part of the

Levantine Sea during winter and in the Sardinian Sea during summer; it should be noted that the

spatial average over the entire basin reduces the bias within one degree, although the differences can

be locally much more relevant, especially in the RegCM-MITgcm configuration.

Fig.3: Seasonal winter (DJF) and summer (JJA) spatial pattern (upper three panels) and bias

(lower two panels) of sea surface temperature (SST [°C]) as simulated by the coupled model

using the two atmospheric components as forcing (i.e. WRF and RegCM) and OISST dataset

between 1982 and 2013.

[1] Ruti, P. M., Somot, S., Giorgi, F., Dubois, C., Flaounas, E., Obermann, A., Dell’Aquila,

A., Pisacane, G., Harzallah, A., and Lombardi, E.: MED-CORDEX initiative for Mediter-

ranean climate studies,  Bulletin  of  the American Meteorological  Society,  97,  1187-1208,

2016.

[2] Turuncoglu, U. U.: Toward modular in situ visualization in Earth system models: the re-

gional modeling system RegESM 1.1, Geoscientific Model Development, 12, 2019.
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ABSTRACT. We report on a primary version of an algorithm for calculation of the 
low angle scattering curve for nanoparticles, clusters of nanoparticles, biological 
molecules or in general for amorphous structures. Currently, the code written in 
Fortran is suitable for an arbitrary atomic arrangement. The procedure has been 
applied for small angle scattering intensity profiles of clusters of silicon atoms and 
cadmium sulphide atoms of different size.   

 
 

 
1 Introduction 
 
Small Angle X-Ray Scattering (SAXS) is a materials characterization technique based on recording, 
by means of an opportune detector, the intensity of the X-ray photon beam scattered after interaction 
with a sample and deviated at low angle with respect to the incident beam direction. The deflection 
angle is small enough to obtain information about shape, size and other geometrical parameters of the 
sample but not about its crystalline structure. Indeed, in the case of larger deviation angles crystalline 
structure information can be obtained and the experimental setup is known as WAXS (Wide Angle 
X-Ray Scattering). For SAXS measurements a minimal experimental setup is shown in Figure 1. 
Generally, SAXS experiments are performed by means of a synchrotron radiation but also 
conventional X-Ray sources which are present in many X-ray laboratories are used for this scope. 
 

   
 
Fig. 1: A schematic representation of the SAXS experiment. X-Ray incident beam 𝑘⃗ 𝑖 interacts with a 
sample and it is scattered in order to have                  , where   𝑞   is the scattering vector and is 
measured for small values.  
 
The modulus of the scattering vector  |𝑘⃗ 𝑓 − 𝑘⃗ 𝑖| = 4𝜋 𝑆𝑒𝑛 𝜕

𝜆
 , where  𝜕 is the Bragg angle and λ is the 

X-Ray wavelength of the, is of the order of  2𝜋
𝑑

 which defines the resolution limit: for large values of 
d (for example d size of a nanoparticle) low values of scattering vector were obtained (the “small 
angle”).   

                                                 
1  Corresponding author. E-mail: emiliano.burresi@enea.it 

𝑘⃗ 𝑓 − 𝑘⃗ 𝑖 = 𝑞       
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The theory for the scattering at low angle is equivalent to that for the scattering by non-crystalline 
forms of matter with a random orientation of the atoms, such as gases, liquids, amorphous solids, 
nanocrystals but also crystalline powders and biological molecules[1].  
The general equation of the scattering of amorphous materials made up of N atoms is given by  
 

 𝐼 =  ∑ ∑ 𝑓𝑖𝑓𝑗𝑒
𝑖2𝜋

𝜆 (𝑘⃗ 𝑓−𝑘⃗ 𝑖)∙𝑟 𝑖𝑗𝑁
𝑗

𝑁
𝑖                                                                                       (1)                               

 
where  𝑟 𝑖𝑗 is the distance between atom pairs, λ is the X-ray wavelength and fj is the atomic scattering 
factor of atom j. The equation (1) can be rearranged as  
 
𝐼 = ∫𝑑𝑟 1 ∫ 𝑑𝑟 2 𝜌(𝑟 1)𝜌(𝑟 2)𝑒

𝑖2𝜋
𝜆 (𝑘⃗⃗ 𝑓−𝑘⃗⃗ 𝑖)·(𝑟 1−𝑟 2)                                                                          (2)                

 
by inserting an atomic density function 𝑁 = ∫𝜌(𝑟⃗ )𝑑𝑟⃗   for the coordinates of the electrons 𝑟 1 and 
𝑟 2 [2]. Now by introducing a function p(r) which correlates the radial distances among all the atom 
pairs of the sample (similar to a Patterson function), the equation (2) should be resolved integrating 
for all the orientation in space of  𝑟 12. The intensity of the scattering which comes from this last 
arrangement by using the modulus  h =  |𝑘𝑓⃗⃗⃗⃗ − 𝑘𝑖⃗⃗  ⃗| = 4𝜋 𝑆𝑒𝑛 𝜕

𝜆
  and is given by 

 
𝐼(ℎ) = ∫ 4𝜋𝑟2𝑝(𝑟) 𝑠𝑒𝑛ℎ𝑟

ℎ𝑟
𝑑𝑟∞

0                                                                                       (3)            
 
Once the function p(r) is known, it is possible to obtain the intensity as a function of the scattering in 
term of h by integrating, for example, equation (3) between r=0 and r=D, where D is the diameter of 
the nanoparticles.  
Some possible functions for p(r) are the pair density function (PDF) reported in Eq.(4) or the reduced 
PDF.                                                             
 
𝑝(𝑟) = 1

4𝜋𝑁𝑟2〈𝑓〉2 (∑ ∑ 𝑓𝑖𝑓𝑗𝛿𝑗≠𝑖𝑖 (𝑟 − 𝑟𝑖𝑗) )                                                                             (4) 
 
where <f> corresponds to the average scattering factor and N is the number of the atoms. If we define 
the radial distribution function (RDF) as R(r) = 4𝜋𝑟2p(r) , the intensity of scattering at low angle 
results to be  
 
𝐼(ℎ) = ∫ 𝑅(𝑟) 𝑠𝑒𝑛ℎ𝑟

ℎ𝑟
𝑑𝑟∞

0                                                                                               (5) 
 
which can be solved in different ways. The algorithm has been tested both for spherical atomic 
cluster with one kind of atom and with more kinds of atoms. Some of these results are reported in 
section 2. In particular the calculations regarded silicon clusters with different size (with radius of 8 
Å, 12 Å and 20 Å, respectively) and CdS clusters with radius of 12 Å and 18 Å. In addition some 
geometrical parameters, which are typical of the small angle treatment framework, were also 
calculated. Finally, in order to test the goodness of the algorithm, all these calculations were 
compared with respect to the scattering intensity of a sphere of the same radius and with intensity 

𝐼(ℎ) = 𝐼(0) [3 𝑆𝑖𝑛 ℎ𝑅−ℎ𝑅𝐶𝑜𝑠 ℎ𝑅
(ℎ𝑅)3 ]

2
. 

 
 
2 Results and discussion 
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2.1 Silicon clusters 
 
Figure 2 shows three clusters of spherical shape and different radius of 8 Å , 12 Å and 20 Å  (Figure 
2a, 2b and 2c, respectively). The atoms were arranged in an unit cell with cubic symmetry (diamond 
structure), however, considering that the small scattering does not collect information from 
crystallographic planes. The SAXS intensity in Eq.(5) has been solved by numerical integration, 
comparing it with the Debye equation as well as with the scattering intensity of a sphere of the same 
radius.    

 

 
 
Fig. 2: Silicon clusters of radius 8 Å (a), 12  Å (b), 20 Å (c) containing 105, 358 and 1652 atoms, 
respectively.  
 
The respective SAXS intensity curves in logarithmic scale are reported in Figure 3. 

 
Fig. 3: SAXS curves of the clusters in Figure 2 calculated by using Eq.(5) (black lines), the Debye 
equation (green lines) and by using the equation for a sphere with the same radius (red lines). 
 
 
 R=8 Å R=12 Å R=20 Å 
Rg Sphere  6.198 9.295 15.491 
Rg Guinier Analysis 6.177 9.518 17.036 
 
Table 1: Radius of gyration Rg for silicon clusters are compared with spherical Rg. 
 
 
The agreement among these curves seem to be pretty good; black curve seems to describe better the 
oscillating behaviour of the curve as well as around the minimum. In Table 1 the Gunier analysis for 
the calculation of the radius of gyration is reported for three clusters with respect to the extreme 
case of the sphere with Rg= (3/5)1/2 R0 , where R0  is the radius of the sphere. In this case we can 
observe a greater deviation for clusters in Figure 2c.  
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2.2 Cadmiun Sulfide Clusters 
 
We analysed also SAXS curves for clusters with more than one kind of atom. Figure 4 shows SAXS 
curves for cluster of 12 Å and 18 Å.  
 

 
Fig. 4: SAXS curves of the CdS clusters calculated by using equation Eq.(5) (black lines), Debye 
equation (green lines) and by using the equation for a sphere with the same radius (red curves). 
 
For these samples the comparison with a sphere was still not completely satisfactory since we can 
observe a slight phase displacement of the oscillations calculated by Eq.(5). The same discrepancy 
has been obtained for Guinier analysis with gyration radius Rg=3.253 Å and Rg= 9.580 Å for cluster 
of 12 Å and 18 Å, respectively. These calculations underestimate the radius of gyration calculated for 
spheres with the same radius. 
 
3 Conclusions 
 
In this brief report a procedure to calculate the SAXS intensity for small and medium size spherical 
clusters both for Silicon and CdS atoms has been presented. The results of  the algorithm were 
compared with the scattering  intensity of a sphere with analogue sizes and these results seem to be in 
good agreement. The procedure requires the calculation of the PDF or RDF functions, which can be 
obtained also by experimental techniques, and it is very useful to reconstruct the atomic structure of 
the sample. Moreover, the algorithm is very general and versatile, also in order to obtain the SAXS 
intensity curves for any atomic arrangement like amorphous body or biological molecules as well as 
for clusters as reported here.    
 
The computing resources and the related technical support used for this work have been provided by 
CRESCO/ENEAGRID High Performance Computing infrastructure and its staff [3].  
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MOLECULAR DYNAMICS CALCULATIONS FOR THE

DETERMINATION OF PUO2 HEAT CAPACITY
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ABSTRACT. A new generation of fast breeder reactors (FBR) is under development
with the objective of making nuclear  energy more sustainable.  Most promising
reactor designs are loaded, at least in their early phase of deployment, with UO2-
PuO2  mixed oxide fuel. Heat capacity is important for the evaluation of thermal
conductivity and performance under transient conditions. If, on the one hand, the
heat capacity of UO2 has been deeply studied, on the other hand, measurements on
PuO2 are scarce or even lacking at high temperatures. Numerical methods such as
MD calculations have been proposed to overcome the difficulties encountered in
experimental  measurements.  However,  several  issues  remain  open  such  as  the
deviation of MD calculations from measurements in the low temperature domain,
the  existence of  a Bredig transition,  the  formation of defects at high temperature
and correlated increase of heat capacity.  This  study presents results on the heat
capacity of PuO2 obtained using MD calculations based on an interatomic potential
published recently.

1 Introduction

Next generation FBRs aim at improving nuclear energy sustainability by overcoming, among others,
the limitation in uranium resources. New reactors' designs will require the use of MOX fuel with a
concentration of plutonium dioxide up to 30 mol% [1]. Kato and Matsumoto agree on the fact that
the thermophysical properties of MOX fuel are relevant for safety assessment under the demanding
conditions typical of fast reactors [2]. Toxicity, high radiation level, and behaviour at high temperatu-
re are all factors that make the measurement of PuO2 thermophysical properties complex [3]. Numeri-
cal methods such as MD calculations have been proposed to overcome these constraints. This study
presents an analysis of PuO2 heat capacity by using an interatomic potential based on the model pu-
blished by Uchida et al. [4]. Lattice parameter, enthalpy and heat capacity have been calculated in the
NPT ensemble. The melting temperature of PuO2 has been evaluated as well. Calculations have been
performed by means of the LAMMPS code (ver. 2019) [5]. Code runs have been carried out on the
CRESCO6 cluster [6]. This machine supports the MPI message-passing library giving the opportuni-
ty to take advantage of the built-in parallel structure of the code. LAMMPS uses spatial-decomposi -
tion techniques to partition the simulation domain into small  sub-domains of equal computational
cost, one of which is assigned to each processor.

2 Interatomic potential and V&V of the model

The Born-Mayer-Huggins  pair  potential  (BMH) is  widely  used  for  studying  MOX and actinide
oxides [3,7]. The BMH potential partially ionic is presented in Eq. 1. The first term accounts for the

1 Corresponding author. E-mail: rolando.calabrese@enea.it.
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long-range Coulomb potential. The second and the third term represent  the interactions due to the
Pauli’s repulsion principle and van der Waals forces, respectively. These phenomena are effective at
short-range. The Coulomb potential is the dominant term.  Effective electronic charges  zi and zj are
defined according to the value of ionicity assumed in the model. Term rij is the distance between ion i
and ion j.

Uij (rij)=
zi z j e

2

4 πε0 rij
+Aijexp(− rijρij)−

Cij

rij
6

        (1)

 
A  Morse potential  accounts  for  the covalent  bond between anion and cation;  see Eq.  2.  In  this
equation,  rij* stands for the covalent bond length,  Dij and  bij determine  the  depth and  the  shape of
potential.

Uij(rij)=Dij {exp[ -2 βij(rij−rij* ) ]-2exp[−βij(rij−rij* )]} (2)

The coefficients used in calculations are based on the model published by Uchida et al. [4].  Initial
values have  been  tailored  to  comply  with  two  conditions:  a  value  of  lattice  constant  at  room
temperature (300 K) of  5.3946  Å; a linear thermal expansion  (LTE)  in agreement with the curve
recommended in [4]. A value of 0.565 was assumed for ionicity with effective charges +2.26 and -
1.13  for  plutonium  and  oxygen,  respectively.  The  PuO2  supercell  is  composed  of  6144  atoms
arranged in a  fcc lattice. The elementary cell  is formed by 12 atoms.  It has been replicated 8x8x8
along the x, y, z orthogonal axes. Following its initialization, the system has been equilibrated for a
period of 30 ps. Equilibration of temperature and pressure was attained by means of the Nose-Hoover
thermostat/barostat [5]. A period of 30 ps was employed for measurement. The time step used in
calculations was 1 fs.

Table 1: Coefficients of the interatomic potential.

Pair Aij (eV) rij (Å) Cij (eV·Å6) Dij (eV) bij (Å-1) rij
* (Å)

O-O 483029.685 0.178 96.0

Pu-Pu 0.0 0.200 0.0

Pu-O 5700.0 0.252 0.0 0.165 2.0 2.37

The model used in MD simulations has been verified and validated using two quantities:  lattice
constant and bulk modulus at room temperature. X-ray diffraction measurements suggested a lattice
parameter  at room temperature of 5.3946  Å [8]. This value  was assumed as  reference.  With this
assumption a theoretical curve of lattice thermal expansion was constructed. This curve complies
with the correlation of LTE recommended in [4]. Comparison of calculations with the curve taken as
reference is presented in Fig. 1a. This graph suggests that the dimensional change of the elementary
cell with increasing temperature is predicted rather well.
The bulk modulus is defined as  -1/β being  β the compressibility  which is the derivative of molar
volume with  respect  to  pressure  at  constant  temperature.  For  this  purpose,  4  values  of  external
pressure ranging from 0.1 MPa to 1.5 GPa have been considered. Calculations have been replicated
at 500 K, 1000 K, 1500 K, 2000 K, 2500 K, and 2800 K. Results are presented in Fig.  1b.  The
calculated bulk modulus at room temperature  was 201 GPa. This result slightly underestimates the
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indication reported in [9]. The decrease of the bulk modulus with increasing temperature is consistent
with the data published in [10]. This reference reports values that lie in the interval 300-1500 K. A
discontinuity of the lattice parameter and internal energy was noted between 2800 K and 2830 K.
This estimation of the melting temperature is close to the value measured by Kato et al. (2843 K)
[11].

Fig.1: Lattice parameter (a) and Bulk Modulus (b).

3 Heat capacity results

The enthalpy evaluations obtained in the NPT ensemble have been used to determine the heat capac-
ity as the derivative of enthalpy increment vs. temperature at constant pressure. A qualitative analysis
suggested that the increase noted above 2000 K could be represented by a term consistent with the
occurrence of electronic disorder. The estimation of activation energy (about 3.9 eV) is close to what
reported in [12]. Results of heat capacity are presented in Fig. 2a. They have been compared to the
model  proposed by Fink that  was developed taking into account  an extensive experimental dataset
[13]. MD calculations underestimate predictions above 500 K. Deviations are rather constant in the
interval 1000-2500 K with absolute values that are close to the proposed excitation levels of 5f elec-
trons (Schottky term) [2].

Fig.2: Heat capacity (a) and deviations of predictions from the model by Fink [13] (b).
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4 Conclusions

This study presents MD simulations on the heat capacity of PuO2. Lattice constant and bulk modulus
have been predicted rather well. However, an underestimation at low temperature and the need for a
Schottky term have been confirmed. The phonon and dilation contributions to heat capacity showed
some increase beyond 2500 K that is in the temperature domain where a pre-melting transition could
occur (85% of the melting temperature). A moderate increase of heat capacity consistent with the on-
set of electronic disorder has been noted at high temperature. Melting temperature predictions were
close to the value measured by Kato et al. [11]. As concluding remark, this study has confirmed the
capabilities of MD calculations as a valuable tool to investigate temperature and pressure domains
where experimental measurements are scarce or unreliable.
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ABSTRACT. Lipid A is one of three components of bacterial 
lipopolysaccharides (constituting the outer membrane of Gram-negative 
bacteria) and is recognized to have an important biological role in 
inflammatory response of the immune system. Its biological activity is 
modulated by the number of acyl-chains and from the electrostatic 
interactions with the different counter-ions. In this paper we report a coarse-
grained model of poly-acyl Lipid A based on the hybrid particle field 
molecular dynamics approach (hPF-MD). 

 
 

 
 
1 Introduction 
 
Lipopolysaccharides (LPS) are the major lipid constituents of the external leaflet of the 
asymmetric outer membrane (OM) in Gram-negative bacteria.[1,2] The OM acts as a 
structural and functional barrier against the penetration of xenobiotic agents like hydrophobic 
antibiotics, digestive enzymes, heavy metals, detergents, or bile salts.[3] The LPS molecule 
can contain three different regions: (i) the polymeric O-antigen (repetitive monosaccharide 
subunits) responsible for the bacterium immunospecificity,[4] (ii) a branched oligosaccharide 
brush (composed of 8-12 monosaccharide units) and (iii) Lipid A unit (composed by typically 
4-6 acyl chains attached to a phosphorylated glucosamine disaccharide) responsible for the 
anchoring of the LPS leaflet onto the phospholipid leaflet of the OM.[5,6] Lipid A has a 
fundamental biological role as a stimulator of  the inflammatory response by the immune 
system.[7–9] The immune response to the presence of Lipid A is modulated by variations of 
its chemical structure such as the number, length and position of acyl chains as well as by the 
overall molecular charge.[9–11] 
In the past decades, several MD studies have been reported on both LPS and Lipid A. In 
particular, all-atom[7,13–19] and coarse-grained (CG) models[5,20–23] have been developed 
and are continuously improved.[14,15,18] However, due to the time and length scale limits, 
simulations of large systems and/or phenomena occurring on time scales larger than the µs are 
still challenging even for CG models. Overcoming such bottlenecks may be achieved by the 
development of models for lipopolysaccharides within a density-functional approach,[24] and 
in particular by the hybrid particle-field/molecular dynamics (hPF-MD) model.[25–27] The 
main advantage of hPF-MD is that the non-bonded pair interactions between particles are 
replaced by the evaluation of an external potential based on the local particle density. Thanks 
to an efficient parallelization scheme,[28] it is possible to overcome the current time and scale 
limits of standard MD simulations while retaining a sufficiently high molecular resolution in 
the model to retain chemically resolved moieties. Past studies demonstrated the ability of this 
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approach to investigate diverse soft matter systems, including lamellar and non-lamellar 
phospholipid moieties,[29–31] biocompatible block-copolymers,[32,33] non-charged 
surfactants,[34,35] and peptides.[36] In this report, we show the development of specific 
hybrid CG model for the biologically relevant Lipid A (hexa- and tetra-acyl chains).  
 
2 Lipid A Model 
 
In this study, the single-molecule Hamiltonian 𝐻0({𝑟}𝑚) is based on a CG representation of 
both Lipid A, the ions, and the solvent (Figure 1). All intramolecular interactions have the 
same functional form as in standard force fields, [25] using the parameters developed in our 
previous studies,[29,37] apart from the length lB between two L bead types. Specifically, we 
employ lengths lB = 0.47 nm for hexa- and lB = 0.34 nm for the tetra-acylated Lipid A in order 
to improve the agreement with the all atom structures. The complete list of Lipid A bonded 
parameters is reported in reference[38]. 

 
Figure 1. Chemical structures of (A) hexa- and (B) tetra-acylated forms of Lipid A. The 
drawings compare the atomic molecular structures and the corresponding coarse-grained 
mapping used in this work. The different bead types are indicated by the P, G, L, C letters, the 
same color in the circles indicates beads of the same type. The counter-ion bead (N), and the 
water CG bead (W), mapping four H2O molecules, are not shown in the figure. 
 
3 Results 
 
Effect of the dielectric constant εr on the stability of Lipid A bilayer. Appropriate calibration 
of the effective dielectric constant 𝜖𝑟 is fundamental for the correct description of charged 
lipid bilayers, as demonstrated by past work on a POPG membrane. For this reason, we first 
investigated the dependency of the stability of Lipid A bilayers as a function of different values 
of the relative dielectric constant.  
Starting from an initial CG configuration of hexa-acylated Lipid A mapped on the reference 
atomistic configuration (HPF1, Table 2), we ran four hPF-MD simulations, each 300 ns long, 
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at 𝜖𝑟=1,5,15,80 values, reporting the corresponding average structures and density profiles for 
the different chemical moieties along the direction normal to the plane of the bilayer in 
Figure 2. 
 

 
 
Figure 2. Equilibrated structures of Lipid A bilayers. Top panels: Representative snapshots of 
the equilibrium configurations for (A) all-atom and (B-E) hPF-MD simulations of hexa-
acylated Lipid A using different relative dielectric constant (𝜖𝑟)values. The CG bead types are 
colored as: P (red), G and L (yellow), C (gray), N2+ (blue), and W (cyan). The same 
configuration is also represented without the water beads for the sake of clarity. Bottom panels: 
Average mass density profiles for the corresponding systems shown above. 
 
As expected, the organization of the Lipid A layers depends on the value of the dielectric 
constant (Figure 2). A very low value 𝜖𝑟= 1) produces an unstable bilayer with complete 
disruption of the bilayer structure within the first 30 ns of simulation, while larger values of 
𝜖𝑟 maintain the global lamellar structure of the membrane. hPF-MD simulations using a value 
of 𝜖𝑟= 15 (Figure 2D) yield a stable bilayer structure within the simulation time scale and 
reproduces the most accurately the density profiles of the atomistic reference. Conversely, the 
density profiles indicate that the organization of Lipid A inside the membrane is not correct 
for 𝜖𝑟= 5 and 80. In both cases we observe the appearance of strong surface undulation and a 
migration of the hydrophilic sites to the middle plane of the bilayer (see snapshots with 𝜖𝑟 = 
80), with the negatively charged P beads being distributed along the whole cross-section of 
the membrane (Figures 2C,E), indicating that the lipids are tilted by an angle greater than 45 
degrees (Figure 2E). 
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ABSTRACT. Within the framework of the activities foreseen by EUROfusion action
on the “Optimization of WCLL PHTSs for N16 and N17 dose rate minimization”,
the University of Palermo is involved in the assessment of the absorbed dose in the
isolation valves envisaged for cooling circuits of the DEMO reactor equipped with
a Water Cooled Lithium Lead Breeding Blanket (WCLL BB). In particular, the
aim of this research activity is to assess the spatial distribution of the absorbed
dose, due to the decay of nitrogen isotopes produced by coolant activation, around
some key components of WCLL BB cooling circuit, focussing the attention on the
Primary Heat Transfer System (PHTS), in the Upper Pipe Chase (UPC) of the
reactor. A 3-D map of the absorbed dose in the volume under investigation is of
considerable interest in order to be able to evaluate the conditions influencing
devices whose availability is undermined by intense ionizing radiation fields. To
this regard the assessment of the dose absorbed in the aforementioned valve is of
uttermost importance. Photonic and neutronic calculations, to evaluate the spatial
distribution of the absorbed dose, have been performed following a computational
approach based on the Monte Carlo method and adopting the Monte Carlo N-
Particle (MCNP5-1.60) code along with the JEFF-3.2 transport cross section
libraries. 

 
1 Introduction 
 
Within the framework of the activities foreseen by EUROfusion action on the “Optimization of 
WCLL PHTSs for N16 and N17 dose rate minimization”, the University of Palermo is involved in 
the assessment of the absorbed dose in the isolation valves envisaged for cooling circuits of the 
DEMO reactor equipped with a Water Cooled Lithium Lead Breeding Blanket (WCLL BB) [1]. In 
such a nuclear system the endothermic charged-particle reactions 16O(n,p)16N (with a threshold 
energy of ~10.2 MeV) and 17O(n,p)17N (with a threshold energy of ~8.4 MeV) are the principal 
sources of water radioactivity during operation [2,3]. 16N decays by emission of E particle and emits�J 
rays with an half-life of 7.13 s while 17N decays by E particles and emits neutrons with an half-life of 
4.173 s. The aim of this research activity is to assess the spatial distribution of the absorbed dose, due 
to the decay of nitrogen isotopes produced by coolant activation, around some key components of 
WCLL BB cooling circuit, focussing the attention on the Primary Heat Transfer System (PHTS), in 
the Upper Pipe Chase (UPC) of the reactor. The neutron and photon dose maps have been evaluated 
starting from the spatial distribution of the activity volumetric densities of nitrogen isotopes, obtained 
in a previous work, as they allow the set-up of photon (16N) and neutron (17N) sources for the related 
nuclear analyses. A 3-D map of the absorbed dose in the volume under investigation is of 
considerable interest in order to be able to evaluate the conditions influencing devices whose 
availability is undermined by intense ionizing radiation fields. To this regard the assessment of the 
dose absorbed in the aforementioned valve electronic actuators and hydraulic seals, if made of 
organic materials, is of uttermost importance. As far as the PHTS and the UPC are concerned, 
attention has been focused on 2018 design [3-4]. Photonic and neutronic calculations, to evaluate the 
spatial distribution of the absorbed dose, have been performed following a computational approach 
based on the Monte Carlo method and adopting the Monte Carlo N-Particle (MCNP5-1.60) code [5] 
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along with the JEFF-3.2 transport cross section libraries [6]. 

2 Primary Heat Transfer Systems 

DEMO presents four independent PHTSs. The largest PHTS is devoted to remove the thermal power 
from the BB, two PHTSs are necessary to extract heat from the Divertor while the last one is 
intended to cool the Vacuum Vessel (VV). The main function of the PHTS is to provide cooling 
water to the first wall and blanket systems and to transfer the thermal power for its conversion into 
electricity. The WCLL PHTS is constituted by two independent PHTSs: the Breeder Zone (BZ) 
PHTS and the First Wall (FW) PHTS. The cooling water is distributed and collected by means of 
four ring headers, hosted in a proper that runs all around the tokamak [7]. So, its PHTS foresees four 
heat exchangers, two for the Outboard Blanket (OB) and two for the Inboard Blanket (IB) and it is 
located in a reactor building with a peculiar lay-out (Fig. 1). 

UPPER PIPE CHASE 

STEAM GENERATOR 

FW AND BZ RINGS 

HEAT EXCHANGER 

Figure 1. View of DEMO PHTS in the UPC. 

On the basis of the ITER experience, the DEMO BB PHTS could foresee a number of valves greater 
than 128 which have to work in a harsh environment characterized by high gamma and neutron 
fluences [9]. 

3 PHTS isolation valves 

In the framework of the R&D activities for the DEMO Balance of Plant, one of the most interesting 
solution for the mitigation of the risk of an In-Vessel LOCA envisages the use of gate valves for 
on/off operation. The proposed solution involves the use of a gate-type valve operated by a 
pneumatic linear actuator equipped with solenoid valves for on/off operation. The valve body chosen 
for the isolation valve corresponds to a flexible wedge gate valve from the VELAN catalog [8]. The 
component is mainly made of stainless steel and does not have materials that are particularly 
susceptible to gamma radiation. The seals are and can be arranged in series with a lip weld to reduce 
leakage probability.graphite type Therefore, attention has been focused on the PHTS piping arranged 
in the UPC where isolation valves could be located. In particular, a slice of 22.5° (corresponding to 
one blanket sector) has been considered as it is shown in figure 3 where it is possible to notice the 
borated heavy concrete walls of the UPC, the pipes (AISI 316 LN) in which the radioactive water 
flows and the considered model of valve, that is a simplified version of a gate valve (DN 150, rating 
1500) [9]. 
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4 MCNP model 
A fully heterogeneous 3-D MCNP model of such a slice has been set up for converting the CAD 
geometry representation into the MCNP constructive solid geometry representation. Reflecting 
surfaces have been used in the toroidal direction to take into account the geometric continuity of the 
calculation domain in that direction (Fig. 2) [9]. 

CONCRETE WALL 

ACTUATOR 

BZ HOT RING 

BZ COLD RING 

FW HOT RING 

FW COLD RING 

VALVE 

FW HOT FEEDING PIPE 

Figure 2. Poloidal-radial section of the MCNP model of the UPC. 

It can be observed (Fig. 2) that the neutron flux profiles have the same trend in both the blankets and 
how the flux in the WCLL is always higher than in the WCCB. With regard to the volumetric density 
of the nuclear power radial profiles (Fig. 3), they are slightly different and the WCCB curve is above 
the WCLL one. As far as the photon and neutron sources are concerned, they were modelled as 
diffuse sources, since water of each tube, in the considered portion of UPC, was conceived as a 
uniform volume source. Therefore, the emission probability of each source has been calculated from 
its relative activity (Tabs. 1 and 2) with reference to the total activity of the water present in the 
domain. 

Table 1. Nitrogen activity in the FW circuit [GBq]. 
COMPONENT 16N 17N 

Hot Feeding Pipe 4.893E+02 5.132E-02 

Hot Ring 2.089E+03 1.903E-01 

Hot Leg 9.368E+02 8.316E-02 

Cold Leg 1.683E+02 4.425E-03 
Cold Ring 3.488E+02 8.937E-03 

Cold Feeding Pipe 5.826E+01 1.466E-03 
Valve 6.973E+01 7.313E-03 

Table 2. Nitrogen activity in the BZ circuit [GBq]. 
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COMPONENT 16N 17N 
Hot Feeding Pipe 2.718E+02 3.093E-02 
Hot Ring 6.941E+02 6.781E-02 
Hot Leg 1.484E+02 1.163E-02 
Cold Leg 9.741E+01 5.664E-03 
Cold Ring 3.261E+02 1.845E-02 
Cold Feeding Pipe 8.526E+01 4.717E-03 

 
Regarding the energy distributions of both 16N photons and 17N neutrons they have been biased 
taking into account their discrete spectra with the related branching from each energy level [9]. 
Furthermore, a compromise has been reached between the need to obtain a detailed spatial 
distribution of the dose and the extent of the computational time by implementing a super-imposed 
mesh (500 ×500 × 500) with a uniform voxel size of 2.52 × 5.56 × 1.86 cm3 [9]. 
 
5 Dose Calculation results 
 
Detailed 3D photonic and neutronic analyses have been carried out for the assessment of the dose 
nearby FW and BZ cooling circuit key-points, due to J radiation from 16N and neutron emission from 
17N. A period of 7 FPY has been considered as it is assumed to be the expected life of the breeding 
blanket of DEMO taking into account an availability factor of 33% [10]. 
A steady state scenario has been taken into account considering the plasma flat-top phase of the 
reactor. Analyses have been carried out by simulating 1011 histories for photon transport and 6ꞏ1010 
for neutron transport, so that the results obtained are affected by relative errors lower than 1% in the 
most of the calculation domain. 
Figure 5 and 6 show the spatial distribution of the J absorbed dose in the slice of the UPC taken into 
account. The full-scale of 2 MGy has been selected, in the most of the images, as it represents the 
reference figure for the qualified valves in NPP, in order to verify their suitability for DEMO. It can 
be observed that a large part of the volume is characterized by a dose above the threshold value 
identified while, clearly, maximum values are localized in the water, that is, the source volumes. It is 
also possible to notice shaded areas to the radiation due to the mutual shielding effect of the pipes.  

 
Figure 3. Absorbed J dose spatial distribution in the UPC slice. 

Photonic Dose [MGy]
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Figure 4. . Absorbed J dose spatial distribution in the valve. 

 
The outcomes related to the valve, of course, imply that some design modifications of the BB and/or 
the PHTS must be foreseen. Figure 5 suggests some solutions as the location of the most rad-sensible 
equipment away from the highest dose (e.g. the valve actuators), as well some R&D to replace such 
components or materials with other more rad-resistant capability in order to have less constraint for 
the location of valves in such complex and crowded layout. 
The spatial distribution of neutron absorbed dose in the UPC slice is shown in figures 5 and 6. 
The dose due to neutron radiation is several order of magnitude lower than photon dose, nevertheless, 
17N activity during the DEMO pulse (tabs. 2 and 3) deserves, for completion, further neutron 
transport studies to evaluate the inventory of activation products and to evaluate their effects on the 
radiation field in the UPC. 
 

 
Figure 6. Absorbed neutron dose spatial distribution in the UPC slice. 

 

Neutronic Dose [MGy] 

Photonic Dose [MGy]
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Figure 7. Absorbed neutron dose spatial distribution in the valve. 

 
The results obtained show, as expected, that the main contribution to the absorbed dose by matter in 
the UPC comes from the photons emitted by the 16N decay and that, on the other hand, the estimated 
17N activity leads to consider specific analysis for the evaluation the extent of neutron activation in 
the pipes. Furthermore, these outcome lead to a further development of the present research activity 
aimed at developing PHTS design changes in order to lower the dose absorbed by the valve. In 
particular, the peculiarities of the spatial distribution of dose found suggest some simple 
modifications such as the use of bulkheads to shield the valve and/or change the lay-out of the pipes 
and/or develop more rad-resistant material for specific cases. 
 
Conclusion 
 
Within the framework of EUROfusion action, at the University of Palermo a research campaign has 
been performed in order to assess the response of an hypothetical isolation valve of the DEMO BB 
PHTS to the photon and neutron irradiation, due to water activation, in terms of absorbed dose. In 
particular, the work has aimed at investigating some technical strategies to reduce valve aging due to 
the aforementioned irradiation conditions. 
Neutron and photon transport analyses have been performed in a proper model of the UPC in order to 
assess the a spatial distribution of the absorbed dose in the target locations. Results obtained show, as 
expected, that the main contribution to the absorbed dose by matter in the UPC comes from the 
photons emitted by the 16N decay and that, on the other hand, the estimated 17N activity leads to 
consider specific analysis for the evaluation the extent of neutron activation in the pipes. 
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ABSTRACT.  This paper concerns a synthesis of tests performed in order to find the

optimal set-up for updating and calculating the new atmospheric transfer matrices

(ATMs) in GAINS-Italy over the Italy.  ATMs are source-receptor  relationships,

allowing to quickly estimate the impact  of  variations of  regional  emissions on

atmospheric pollution and ground deposition in  the whole Italian domain.  It  is

presented an update of the previous ATMs, calculated at 20 km resolution. The

performed tests demonstrated the possibility to improve the horizontal resolution at

4 km.

1 Introduction

Several  air  pollution policies  aim to  improve  air  quality  so to  mitigate  the  negative impacts  of

anthropogenic  emissions  on  human  health  and  the  environment.  Chemical  air  quality  models

represent  valuable  tools  to  evaluate  the  air  pollutant  concentrations/depositions  deriving  from

anthropogenic emission changes. Although providing detailed information, these models are getting

more  and  more  sophisticated,  requiring  both  specialist  skills  and  a  considerable  amount  of

computational time, therefore they are not suitable tools to to give quick responses about the impacts

of different policy scenarios. There is an urgent need for computationally efficient tools, providing an

integrated assessment of the different types of impact (both on environment and on health) of the

different policies to improve air quality.

The  development  of  simplified  relationships  between  emissions  and

concentrations/depositions/related impacts are therefore extremely useful tools for a rapid assessment

of  different air quality policies.

A possible  scheme  for  simplifying  the  chemical  transport  and  diffusion  dynamics  is  the  ATMs

(Atmospheric Transfer Matrices) approach, implemented in GAINS (Greenhouse and Air Pollution

Interaction and Synergies,  [1]).  Within the MINNI project  (National  Integrated Model to support

International Negotiation on air pollution issues ([2], [3], [4], [5], [6]), ENEA has already developed

an integrated  assessment  tool,  the  GAINS-Italy model  ([7],  [8],  [9]),  based on ATMs [10].  The

present work is an update of [10]: thanks to the massive improvement of CRESCO architecture, we

are now able to elaborate the new ATMs in a faster way improving the horizontal resolution from 20

km to 4 km.

2 Methodology

Within the ATMs scheme, the source/receptor relationships, built for an air quality model, link the

emissions  of  a  certain  pollutant  in  a  given  geographical  area  (source)  to  the  relative

concentrations/depositions  and  impacts  calculated  at  a  given  point  (receptor),  simplifying  the

atmospheric  processes  involved  (meteorological  dynamics,  physical  and  chemical  processes  on
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pollutants). In the case of the GAINS-Italy model, the source terms are the aggregate emissions on

each of the 20 Italian administrative regions, while the receptors coincide with the points of  the

model calculation grid.

The ATMs describe the response of the concentrations/depositions at a given receptor to the variation

of the emissions of each region/source, obtained by applying a perturbation to the emissions of each

of the primary compounds of interest, also called precursors of the GAINS indicators: sulphur oxides

(SOX),  nitrogen  oxides  (NOX),  ammonia  (NH3),  non-methanic  volatile  organic  compounds

(NMVOC) and particulate  matter  (PM10).  The response is  calculated by conducting a  complete

simulation of the AMS-MINNI model for each emitted compound.

ATMs are then a sort of Taylor expansion: emissions of the five GAINS-Italy precursors are grouped

at  regional  level  and concentrations/depositions  are  considered as  function of regional  emissions

only. Concentration/deposition variations over the domain are therefore expressed summing up all

the terms of the Taylor expansion. First order approximation requires then one base scenario and

20*5 variation runs, where 20 is the number of Italian regions and 5 is the number of precursors. 2nd

order expansion requires (100*101)/2 terms and so on. Tests were conducted to verify linearity and

correlation among the different  precursors and impact  indicators so to choose the approximation

order of the ATMs with a horizontal resolution of 4 km. Most of 2nd order coefficients are negligible

since SOX, PM10, NMVOC give linear dependencies; moreover, most of non linear relations are

local, then it is enough to calculate 40 additional coefficients only (20*2, where 2 is the number of

non linear precursors). Table 1 resumes the results of the linearity and correlation tests, conducted

over three regions: Lombardia, Lazio and Campania. The expansion may be written  as:

where (x,y) are the receptor coordinate, k is an index spanning over the 20 regions, i is the precursor

index and j the label for GAINS indicators. A1 and A2 are respectively 1st and 2nd order coefficients

and E the emission variation.

Table 1: Results of linearity and correlation tests per each precursors/indicator with a horizontal resolu-
tion of 4 km (in bold the leading terms).

 
Precursors

SOX NOX PM10 NH3 NMVOC

G
A

IN
S

 I
n

d
ic

a
to

rs

Sulphur deposition linear absent absent absent absent

Total nitrogen deposition absent linear absent  non linear absent

Red. nitrogen deposition linear non linear absent linear linear

O3 as SOMO35 and AOT40 absent non linear absent absent linear

PM2.5 linear non linear linear non linear linear

PM10 linear non linear linear non linear linear

NO2 absent non linear absent absent linear

 

The calculation of the ATMs requires significant resources and execution times. In order to optimize

the execution times and minimize the overall time for the calculation, some numerical tests were

conducted to evaluate the calculation accuracy, aimed to optimize the temporal step of integration

(DTS), and the possible improvement of the current ATMs horizontal spatial resolution (20 km). The

tests  concerned  both  accuracy  relative  to  a  reference  emission  scenario  (BS)  and  relative  to

differences between a perturbed (AS) and base emissions scenarios and exploring the new horizontal

spatial resolution of 8 km and 4 km. The model setup used to perform all the tests is summarized in

Table 2.
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The value of 30 s for DTS may be considered the best choice to guarantee the maximum accuracy, up

to 4 km horizontal resolution. Table 3 shows the maximum errors obtained on annual averaged fields

from the base scenario (BS), varying DTS from 60 s to 200 s; the absolute differences are evaluated

by subtracting mean values produced with DTS=30 s, that represents the optimal simulation:

diff=max{ | <field(x,y)>DTS - <field(x,y)>DTS=30s | │ (x,y) D� }

where the maximum of the absolute values is calculated over the whole grid domain,  D. Negative

values in the table mean underestimation induced by non-optimal DTS.

Table 4 shows the maximum errors on the difference between altered case (AS) and BS, in function

of DTS, that is:

diff(DTS)=max{ | <field(x,y)>AS,DTS - <field(x,y)>BS,DTS | │ (x,y) D�  }

As previously underlined, the maximum of absolute values is computed over the domain and the

negative sign means underestimation.  

As regards the calculation speed, Fig. 1 illustrates the speeds for three paradigm options: pure MPI,

hybrid MPI/OMP with 4 OMP dedicated cores, and hybrid MPI/OMP with 8 OMP dedicated cores. A

multiple of 48 core was chosen to occupy the nodes entirely. The aim is to guarantee to complete

each simulation in 24 hours: being each annual run splitted in 12 parallel runs, it is enough to get an

elapsed time of 2750 s/day. For this purpose, the most efficient configuration, guaranteeing to end

each simulation in 24 hours, is to use 48 core with 4 OMP dedicated ones. Pure MPI does not seem

much efficient, not being FARM a fully vector code.

Table 2: Setup of the model.

  Description

Parameters 4 km horiz. res. 8 km  horiz. res.

Reference Emission Scenario (RES) ISPRA 2015 national inventory, Emission Manager (EMGR) v. 6.7 intel

Altered Emission Scenario (AES) - 25% emissions over Lombardia region

Meteorology MINNI scenario 2015 Interpolated from 4km

Version of chemical model (FARM) 4.14

Parallelization paradigm Hybrid 48/4 OMP

Cresco section Cresco6

DTS 30, 60, 100, 200, 300 s

Considered species O3, NO2, PM2.5, PM10, TS, TN, TNH at ground

Postprocessing Annual averages

3 Conclusions

The illustrated sensitivity tests were carried out to check the possible horizontal spatial resolution of

the  new ATMs and  the  most  appropriate  DTS to  use  in  FARM simulations  so  to  improve  the

calculation speed now possible thanks to the massive improvement of CRESCO architecture.

The current ATMs have a resolution of 20 km and these tests demonstrated that is now possible to

elaborate ATMs with a spatial resolution of 4 km. About the choice of the DTS, more in general, we

can affirm that  the  errors  induced by  higher  DTS are  pronounced in  BS,  but  less  important  in

evaluating  difference  between AS and BS,  as  reported  in  Tables  3  and 4,  and  this  seems quite

independent from the spatial resolution chosen. In other terms, a short DTS leads to a great accuracy

but requires more CPU time; on the contrary, longer DTS is most efficient concerning CPU time but

decreases  the  accuracy.  It  has  been  noted  that  variations  of  concentrations  following  emission

abatements are less affected by uncertainty with respect to absolute calculations: so, the idea is to
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keep the temporal  step of  60 s  for  the complete  simulation of  the BS,  by guaranteeing enough

accuracy, and to set DT=150 s for the 140 emission abatement runs (ASs).

It is worth noting that the possibility to increase DTS allows to go down to 4 km of spatial resolution.

In particular, the value DTS=150 s is the maximum value that keep elapsed time under 24 hours on

cresco6_48h24 queue, by using one Cresco6 node only in hybrid parallel run with 4 OMP cores. The

choice of using 4 OMP cores is the one that allows to speed up simulations as much as possible.

Table 3: BS, annual averages, minimum and maximum values and maximum errors for each species on the do-

mains at 8 and 4 km of resolution (differences DTSXXX-DTS030).

  8KM 4KM

SPEC UNIT MIN MAX DTS060 DTS100 DTS200 DTS300 MIN MAX DTS060 DTS100 DTS200

O3 μg/m3 38.2940 94.5680 -1.0290 -2.3560 -5.5500 -8.3510 25.5980 97.8500 1.4930 3.4230 7.2560

NO2 μg/m3 0.3030 49.0820 0.2840 0.5920 1.1470 1.5600 0.4510 67.7080 0.8890 1.9310 4.1240

PM25 μg/m3 2.4880 29.0780 -0.0970 -0.2240 -0.5330 -0.8180 2.6360 41.9940 0.2390 0.5610 1.3880

PM10 μg/m3 3.2490 30.3920 -0.1050 -0.2420 -0.5750 -0.8800 3.4870 44.6320 0.2360 0.5530 1.3790

TS mg/m2/h 0.0094 4.3085 0.0915 0.2160 0.5458 0.9171 0.0114 14.1290 0.5213 1.2523 3.4059

TN mg/m2/h 0.0059 0.0845 -0.0003 -0.0008 -0.0021 -0.0033 0.0077 0.1018 0.0008 0.0018 0.0040

TNH mg/m2/h 0.0004 0.5867 0.0005 0.0011 0.0027 0.0041 0.0003 0.6109 0.0015 0.0034 0.0076

Table 4: Differences AS-BS,  annual averages, minimum, maximum values and maximum errors for each

species on the domains at 8 and 4 km of resolution, in function of DTS.

  8KM 4KM

SPEC UNIT MIN MAX DTS060 DTS100 DTS200 DTS300 MIN MAX DTS060 DTS100 DTS200

O3 μg/m3 -0.16840 4.60660 -0.02315 -0.05360 -0.12835 -0.18596 -0.17860 5.06650 0.03806 0.08656 0.16426

NO2 μg/m3 -7.62630 0.01590 0.02864 0.06611 0.15899 0.23071 -8.77370 0.02916 0.04562 0.10589 0.20668

PM25 μg/m3 -0.47800 0.00067 0.00511 0.01175 0.02701 0.04004 -0.48553 0.01020 0.00749 0.01702 0.03620

PM10 μg/m3 -0.47800 0.00073 0.00508 0.01173 0.02699 0.04001 -0.48554 0.01025 0.00750 0.01700 0.03623

TS mg/m2/h -0.00003 0.00002 0.00003 -0.00019 -0.00003 -0.00036 -0.00007 0.00002 0.00011 0.00007 0.00048

TN mg/m2/h -0.00926 0.00000 0.00006 0.00013 0.00034 0.00053 -0.00987 0.00000 0.00007 0.00018 0.00042

TNH mg/m2/h -0.00025 0.00138 -0.00003 -0.00003 -0.00007 -0.00009 -0.00038 0.00150 0.00002 0.00004 0,00007

Fig.1: Calculation speed (elapsed time) in seconds per day for the simulation with a horizontal spatial

resolution of 4x4 km.
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ABSTRACT.  The Italian National Agency for New Technologies, Energy and 
Sustainable Economic Development (ENEA) developed a new device to improve 
CBRNe resilience, the Neutron Active Interrogation system (NAI). The original 
experimental setup was tested on the field during the live demo open to the public 
at the EDEN Project Demonstration occurred in September 2015 at ENEA Frascati 
Research Centre in Rome. Since then, the setup has been modified to improve the 
device detection capabilities. In 2018 the device has been selected for the ENEA 
Proof of Concept Program with the aim to finance the upgrade of the prototype 
towards industrial production.  

 
 
1 Introduction 
 
Since September 2013, ENEA - the Italian National Agency for New Technologies, Energy, and 
Sustainable Economic Development – Nuclear Material Characterization and Radioactive Waste 
Management Laboratory has been involved in the EDEN (End-user DEmo for cbrNe) project in order 
to design and realize the Neutron Active Interrogation (NAI) system whose purpose is the non-
destructive inspection of samples suspected of containing fissile or fertile material and explosives [1]. 
Over the years several upgrades have been identified and implemented on the first prototype [2]. In 
2018 ENEA financed a Proof of Concept (PoC) Program to verify the technological feasibility and 
the scaling-up of technologies with a low degree of technological maturity developed in its own 
laboratories. The ENEA NAI system has been selected to be eligible for funding in this program, 
which involve the collaboration with industrial partners to encourage the technology transfer. This 
paper describes the feasibility study on which the improvement of NAI prototype is based. 
  
2 Project objectives 
 
The NAI device is currently composed by: 

1. a compact d-t neutron generator; 
2. a sample cavity composed by 4 polyethylene blocks; 
3. ten He-3 proportional counters housed in two of the polyethylene blocks (detection 

blocks); 
4. 1 mm thick cadmium sheets surrounding lateral surfaces of detection blocks to cut the 

background effects caused by thermalized interrogation neutrons; 
5. moderating structure surrounding the sample; 
6. electronics for data acquisition. 

Fast neutrons emitted by the d-t neutron generator thermalize in moderator and, if fissile material is 
present in the inquired object, induce fission on fissile nuclei generating fission neutrons detected by 
the He-3 tubes. 
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The operating principle of NAI device is the Differential Die-Away time Analysis, an active neutron 
interrogation technique based on the difference between the die-away time of fast interrogation 
neutrons and prompt fission neutrons induced by thermal neutrons in the moderating system [3, 4, 5]. 
The current prototype is transportable and able to detect 2 g of 235U contained in a sample with 
maximum dimension of about 7.5 cm x 31 cm x 28 cm in about 2 minutes. The device is remotely 
manageable through a software for the neutron generator control, data acquisition and analysis. 
 
In order to upgrade the NAI prototype to a near-industrial production level the following objectives 
have been identified: 

1. to enlarge the neutron interrogation cavity for detecting the presence of fissile material in an 
object comparable in size to that of a large luggage; 

2. to reduce the minimum detectable quantity of fissile material; 
3. to reduce the weight of the device to improve its transportability; 
4. to reduce the time needed for the detection of the dangerous material; 
5. to link the recorded signal to the fissile mass independently from the matrix in which it is 

incorporated. 
 
3 Monte Carlo feasibility study 
 
The NAI prototype upgrade has been based on a preliminary feasibility study through MCNPX 
(Monte Carlo N-Particle eXtended) simulations by means of a large use of HPC (High Parallel 
Computing) resources. In order to reach the objectives above, about 60 simulations have been carried 
out. Each simulation, involving 1010 particle sources, has been performed through a parallel job 
executed by 256 processors with a CPU time of about 2 x 105 s. The starting point NAI layout and 
the final updated layout resulting from the simulation study are shown in Fig.1. 

 
Figure 1 – Monte Carlo feasibility study: starting point layout (A) and final updated layout (B). 

 
x The current prototype, with the characteristics described in section 2, is the starting point for 

the feasibility study (Fig.1A). DDAA curves are reported in Fig.2, the blue curve 
corresponds to the signal recorded without the sample (background), the orange curve is 
related to the signal in presence of a sample containing about 6 g of 235U. The signal to 
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background ratio (S/B) in the time interval 1000 !s – 1500 !s from the end of the 
interrogation neutron pulse in ideal conditions (without ceiling, floor and walls) is S/B=4.93. 

Figure 2 – DDAA curves related to the starting point layout. The blue curve corresponds to the 
background, the orange curve to the signal in presence of a sample containing about 6 g of 235U. 

S/B=4.93 in the time interval 1000 !s – 1500 !s. 

The upgraded device resulting from the Monte Carlo simulation study is shown in Fig.1B. 
The following changes have been implemented: 

9 addition of a detection block embedding 5 He-3 proportional counters. The number 
of detectors consequently increases from 10 to 15; 

9 selection of a different material and reduction of the volume of the moderator 
surrounding the sample. The volume of the sample cavity increases by a factor of 
about 20, from 7.5 cm x 31.4 cm x 28 cm to 32.6 cm x 47 cm x 90 cm; 

9 optimization of cadmium sheets thickness and position. 
The signal to background ratio in the time interval 1000 !s – 1500 !s from the end of the 
interrogation neutron pulse in a real environmental scenario (a bunker with 20 cm thick 
concrete walls) is S/B=19.75, about 4 times higher respect to the original layout. 

4 Conclusions 

This paper has described the identification through Monte Carlo simulations of the best ENEA NAI 
device upgrade reachable with the fund made available by the PoC Program. Several Monte Carlo 
simulations have been carried out and the following improvements have been identified: 

9 addition of a detection block embedding 5 He-3 proportional counters; 
9 selection of a different material and reduction of the volume of the moderator surrounding 

the sample; 
9 optimization of cadmium sheets thickness and position. 

Such improvements will be implemented to upgrade the NAI prototype to a near-industrial 
production level, in particular they will allow to enlarge the neutron interrogation cavity dimensions 
(in order to analyse a large luggage), to reduce the minimum detectable quantity of fissile material 
and the time needed for the detection and to improve the transportability. 
The computing resources and the related technical support used for this work have been provided by 
CRESCO/ENEAGRID High Performance Computing infrastructure and its staff [6]. 
CRESCO/ENEAGRID High Performance Computing infrastructure is funded by ENEA, the Italian 
National Agency for New Technologies, Energy and Sustainable Economic Development and by 
Italian and European research programmes, see http://www.cresco.enea.it/english for information. 
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ABSTRACT.  The main research activities in the year 2019 are reported. The hybrid 
MHD-gyrokinetic code has been applied to analyse the resonant interactions 
between the reversed shear Alfvén eigenmode and fast ions. The results agree 
qualitatively with general experimental observations and theoretical understanding. 

 
1 Introduction 
 
The nuclear fusion research in the tokamak configuration requires external power input such as neutral 
beam injection for plasma heating and current drive. Fast ions are routinely produced in this process, 
and could drive global plasma instabilities in the Alfvénic frequency range [1]. Understanding the 
behaviour of the fast ions in fusion plasmas is crucial with both academic and realistic interests, where 
numerical simulations play a key role to connect theory and experiment. 
 
When high external power is applied in the plasma current ramp-up stage, the safety factor q profile 
often includes an off-axis minimum qmin. The reversed shear Alfvén eigenmode (RSAE) exhibits 
interesting and unique behaviours. It is well-known that the RSAE frequency predominantly sweeps 
upward following the relatively slow (characteristic timescale of the order of 10-100 ms) decrease of 
q profile. In addition, with high external power injection, fast frequency chirping (typically within 1 
ms) is also observed. The intriguing fast frequency chirping is investigated by hybrid MHD-gyrokinetic 
code (HMGC) [2] simulations using realistic parameters [3]. It is suggested that fast chirping could 
take place in the non-adiabatic regime, associated with the “non-perturbative” effect of fast ions [1,4]. 
 
2 Simulation setup 
 
The physics model of HMGC uses reduced ideal MHD equations coupled with the fast ion pressure 
tensor [2]. Thus, the non-perturbative effect of fast ions is fully retained, namely, the dispersive 
properties of the MHD waves including the mode structure and real frequency, are determined by both 
the fluid response via the equilibrium profiles, as well as the fast ions. 
 
Compared with the corresponding sections on RSAE analyses in the previous annual reports (2016-
2018) using a numerically generated equilibrium, the simulation scenario in this work is designed to 
be closer to experimental conditions. The HL-2A tokamak with circular poloidal cross sections is used 
as a reference, with a = 0.40 m, R0 = 1.65 m, on-axis magnetic field B0 = 1.3 T. The non-uniform MHD 
equilibrium is represented by the radial profiles of q and thermal ion density ni. Since the RSAE 
frequency could significantly change with a small variation of qmin, it is necessary to consider the 
slowly varying q profiles in the simulation setup, so as to capture the broad RSAE spectrum. This is 
achieved by controlling the plasma current profiles, as shown in figure 1(a). The increment of the total 
plasma current corresponds to a global decrease of q profile, which directs the RSAE frequency up-
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sweeping. Meanwhile, thermal ions are assumed to be Deuterium with a parabolic profile ni(r)/ni0 = 1–
0.7(r/a)2, with ni0 = 2×1019 m-3 on the axis. The thermal plasma compressibility and diamagnetic effects 
are not taken into account in this work, i.e., thermal plasmas are assumed to be cold. 
 

     
Figure 1 (a) Three reference MHD equilibrium radial profiles of safety factor q and toroidal current 
density j (normalized to B0/R0), labelled by the qmin values. (b) Fast ion density profile as a function of 
a radial-like flux coordinate ρ. (c) Fast ion velocity space distribution function versus energy E and 
pitch angle α = cos-1(v∥/v). 
 
The fast (“hot”) ions are modelled as tangentially co-injected Deuterium beam ions, with a birth energy 
Eb = 45 keV. Their initial distribution function is shown in figures 1(b) and (c). They are numerically 
fitted to a Monte Carlo code calculation, however, the pitch angle scattering effect in the low energy 
range is mostly neglected by assuming a narrow pitch angle distribution. This is restricted by the 
initialization procedure of kinetically treated species allowed by HMGC. The fast ion on-axis density 
is taken to be nH0 = 1018 m-3, which is usually an overestimation for neglecting the significant internal 
redistribution by the Alfvénic modes. 
 
In principle, HMGC considers only the large aspect ratio approximation and fixed MHD equilibrium. 
For the present work using a realistic tokamak configuration, exponentially growing numerical 
instability is known to be problematic in the late nonlinear stage of a simulation case. The numerical 
diffusion parameters, numbers of grids and kinetic particle markers have been tested extensively in 
order to minimize such numerical artifact and to ensure the convergence. In addition, to verify the 
robustness of the conclusions made in this work, we have also performed parameter sensitivity scans 
over qmin = 1.99 – 1.83, toroidal mode number n = 1 – 5, B0 = 1.0 – 1.3 T, nH0/ ni0 = 0.03 – 0.05, Eb = 
45 – 90 keV, central pitch angle cos(αinj) = 0.70 – 0.85. The following section reports the most 
representative results [3] with qmin in the range of 1.94 – 1.86 (9 cases with Δqmin = 0.01), n = 3 and 
other parameters as described above. 
 
3 Simulation results 
 
For the 9 cases with the q profile being the only different input parameter, figure 2 (a) shows the linear 
RSAE spectrum with and without fast ions, the simulations without fast ions are performed by the 
antenna excitation technique. One immediately notices the significant effect of the fast ion induced 
non-perturbative frequency shift, which can be understood from the perspective of the underlying 
wave-particle resonance condition. Due to the strong fast ion drive and the resonance broadening effect 
of finite γ/ω, fast ions in a broad phase space range are resonant with the RSAE, as shown in figures 2 
(b) and (c) for the case with qmin = 1.90 as an example. The linear mode frequency is weighted by the 
contribution of all resonant phase space portions so as to maximize the the total power transfer. Thus, 
for the sub-Alfvénic fast ions with a relatively low energy, their resonance frequencies for most 
efficient power transfer restrict the linear RSAE frequency into a narrow band. In addition, the non-
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perturbative effect is also apparent in the radial mode structure. The characteristic radial mode width 
is extended in the presence of fast ions with large drift orbit widths (a characteristic value ρd/a ~ 0.15). 
 
It is also interesting to observe in figure 2 (c) that the resonance frequency ωres is only weakly dependent 
on the radial coordinate. This implies that in the early nonlinear stage, a linearly resonant ion with 
ωres;lin ~ ω will stay roughly resonant with the wave despite a local orbit displacement. Thus, for the 
nonlinear saturation with a significant drop of the total drive intensity (see figure 3 (a)), the resonant 
fast ions need to be non-locally convected, such that their drive intensity is reduced by them 
experiencing the radially non-uniform mode amplitude, rather than being shifted out of phase with the 
wave. In other words, the RSAE saturates predominantly via the “radial decoupling” mechanism [1,4], 
and the global fast ion transport is convective and coherent. The coherent fast ion flux induced by the 
RSAE saturation is shown in figure 3 (b)-(d), where the distortions to the integrated fast ion profiles 
are quite significant, since a broad range of the phase space is involved (figure 2 (b)). 
 

         
Figure 2 (a) Linear RSAE frequencies (upper) and growth/damping rates (lower) with (red) and 
without (green) fast ions. (b) For the case with qmin = 1.90 in the linear stage, the power transfer from 
the fast ions to the RSAE in (req,E) space, where req refers to a particle’s radial coordinate at the low 
field side midplane in the equilibrium orbit. (c) For the same case, numerically calculated fast ion 
resonance frequency, with the contour line of the peak mode frequency and the range of frequency 
spectrum ω ± γ indicated. 
 

     
Figure 3 (a) Time evolution of total fast ion drive intensity γdrive, calculated from the integrated and 
renormalized power transfer. The saturation time tsat is indicated. (b) Comparison the fast ion radial 
profiles in the linear stage and tsat. (c) and (d) The velocity space fast ion redistributions at tsat in, the 
inner and outer halves of the torus, respectively, normalized to the peak value in figure 1 (c). 
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The RSAE dynamics during the saturation stage is crucially related with the fast ion transport described 
above. It is interesting to observe a splitting of mode structure in the (r,ω) space, as shown in figure 4. 
The dominant branch remains at essentially the same radial position, with up-chirping frequency and 
reduced radial mode width. All these characteristics agree with the spectrum obtained in the simulation 
without fast ions. Thus, this branch is interpreted as the “relaxation” branch, since it results from the 
significant fast ion transport shown in figure 3 and the weakening of their non-perturbative effect. The 
relaxation branch dominates the post saturation stage, in excellent agreement with the theoretical 
understanding of the radial localized (around qmin) character of the RSAE, and the long timescale 
frequency spectrum in close proximity to the MHD prediction as observed experimentally (often 
applied as the MHD spectroscopy). Meanwhile, a subdominant branch emerges below the relaxation 
one, it instead goes downwards in frequency and outwards in radial direction. This can be understood 
from the resonant fast ion convective transport, as the non-perturbatively excited wave tends to modify 
its frequency and radial structure so as to stay resonant. However, this “convective” branch is strongly 
damped by coupling with the shear Alfvén continuous spectrum, and becomes rather unimportant. Note 
that for both branches, the fast frequency chirping during the saturation stage is in the non-adiabatic 
regime [4]. That is, the phase space resonance structure sweeps in a rate comparable with its rotation 
rate, which can be estimated from the timescale of fast ion transport. Similar behaviors are observed 
in all other simulation cases, where the nonlinear RSAE dynamics is dominated by the relaxation 
branch, with fast frequency chirping upwards or downwards depending on the direction of fast ion 
induced frequency shift in the linear stage. 
 

 
 
Figure 4: For two branches emerging during saturation stage, time evolutions of their frequencies (a) 
and intensities (b). Frames (c)-(f) compare the mode structures in the linear stage and saturation time. 
 
4 Summary 

 
The simulations could serve as a qualitative explanation of the fast RSAE frequency chirping observed 
experimentally, with the dominant physics mechanism in line with the theoretical understanding of 
non-perturbative wave-particle interaction in the non-adiabatic regime [1,4]. 
 
Acknowledgment 
 
The computing resources and the related technical support used for this work have been provided by 
CRESCO/ENEAGRID High Performance Computing infrastructure and its staff [5]. 

99 



 
References 
 
[1] Liu Chen and Fulvio Zonca. Physics of Alfvén waves and energetic particles in burning plasmas. 
Rev. Mod. Phys. 88, 015008 (2016). 
[2] S. Briguglio et al. Hybrid magnetohydrodynamic-gyrokinetic simulation of toroidal Alfvén modes. 
Phys. Plasmas 2, 3711 (1995). 
[3] Tao Wang et al. Dynamics of reversed shear Alfvén eigenmode and energetic particles during 
current ramp-up. Nucl. Fusion 60, 126032 (2020). 
[4] F. Zonca et al. Nonlinear dynamics of phase space zonal structures and energetic particle physics 
in fusion plasmas. New J. Phys. 17, 013052 (2015). 
[5] F. Iannone et al., CRESCO ENEA HPC clusters: a working example of a multifabric GPFS 
Spectrum Scale layout. 2019 International Conference on High Performance Computing & Simulation 
(HPCS), Dublin, Ireland, 2019, pp. 1051-1052, doi: 10.1109/HPCS48598.2019.9188135. 

100 



MONTE CARLO CALCULATION OF THE K","$ QUALITY 
CORRECTION FACTORS FOR A MICRO IONIZATION 

CHAMBER FOR RADIOTHERAPY DOSIMETRY 
 

Alonzo Massimo1*, Pimpinella Maria1 
 

1 ENEA, National Institute of Ionizing Radiation Metrology, ENEA-FSN-INMRI1 
 
 

ABSTRACT. We report on Monte Carlo simulations for a Semiflex 3D type PTW 
31021 ionization chamber. Such chamber is constituted by an air sensitive volume 
of 0.07 cm3 so it is especially suitable for dosimetry requiring high spatial resolution. 
We calculate the beam quality (Q) correction factors k","$ for radiotherapy photon 
beams with respect to the 60Co reference gamma beam (quality Q0) and according 
to the ICRU 90 improvements. k","$ factors are determined in the &'()*,+* range 
0.66-0.80, emphasizing the effects on the simulation results of using different 
models of the radiation source as input for the simulations. 

 
 
1 Introduction 
 
Ionization chambers are used to measure the output of clinical accelerators and thus to determine the absorbed 
dose that will be delivered to a patient during a radiotherapy treatment. Therefore accurate determination of 
correction factors needed for ionization chamber dosimetry is extremely important for successful radiotherapy 
treatments.  
Since radiotherapy ionization chambers are currently calibrated in a 60Co reference gamma beam (reference 
quality Q0), their use in beams of different energy (quality Q), such as beams produced by clinical accelerators, 
would imply the introduction of a systematic bias on the measured absorbed dose. To compensate for it, the 
quality correction factor k","$  accounting for the change of the chamber response with beam energy must be 
determined and applied. 
The Monte Carlo approach is nowadays robust enough to grant accurate simulation of ionization chamber 
response in different radiation beams, and then accurate k","$  determination, as long as reliable models of 
both detector and radiation source are developed. This requirement is even more important for very small 
detectors, such as the ionization chamber considered in this work, for which material and shape of all detector 
components can significantly affect the measured signal. 
The k","$  definition is included in the IAEA Technical Report TRS 398 [1] which is intended to harmonize 
worldwide some key parameters definitions and to provide the best policy to measure (or calculate) them. It is 
a code of practice for dosimetry based on standards of absorbed dose to water (Dw). This publication, firstly 
reported in 2000 and then revised in 2006, provides also tables reporting the k","$  factors for the most common 
chambers used in radiotherapy dosimetry. 
The chamber considered in this report for the k","$  determination in accelerator photon beams has been 
introduced on the market in recent years and therefore it is not reported in [1], so, at present, well established 
k","$  are still not available. However, some experimental and numerical determinations are reported in recent 
publications [2, 3]. These data will be used as a comparison pattern in the present report. 
In the following, it will be proposed the k","$  calculation based on Monte Carlo simulations with two different 
models of the input radiation source for both the Q and Q0 qualities. The first type of input source is a phase-
space file derived from a previous Monte Carlo simulation of the radiation transport through the accelerator 
head (or the 60Co irradiator) and the collimation system. The phase-space file contains information about 
energy, direction and position of all particles in the useful beam, therefore it mimics the real beam 
characteristics, with an accuracy which depends on the number of recorded particles. The second type of input 
source consists of a point radiation source that emits particles isotropically and is collimated to irradiate only 

                                                
1Corresponding author. E-mail: massimo.alonzo@enea.it 

101 



     
 

   
 

  
 

 
    

   
   

    
     

   
 
 
 

  
 

     
   

   
    

   
    

   
   

    
    

    
      

  
  

   
    

    
     

   
 
 

 
     

 

 
    

           
    

an area of 100 cm2 at a distance of 100 cm. Energy of each simulated particle is sampled according to a given 
spectral distribution. 
2 Quality factor ,-#-. 

calculation 

According to [4], the quality factor %"#"$ 
can be determined by Monte Carlo calculation as: 

12#36145#3 %"#"$ 
/ 0 12#3$ 

!! 
6145#3$0 

Dw and Dch are the absorbed dose to water at the measurement depth and the average absorbed dose in the 
active volume af the ionization chamber, respectively. The subscripts Q and Q0 stand for the generic quality 
(energy) and the reference one. 
In this work Dw and Dch are obtained simulating by Monte Carlo method the irradiation of the PTW 31021 
chamber in a water phantom (a cube of water with side 30 cm) with photon beams in the energy range from 
60Co (1.25 MeV) to 25 MV. 

3 Monte Carlo and calculation details 

In this report we refer to the Monte Carlo code system EGSnrc ( https://nrc-cnrc.github.io/EGSnrc/) [5] which 
has been specifically designed and optimized to simulate the ionization chamber response. Moreover, we refer 
to the 2019 version that we have installed to keep into account the whole of the latest code improvements. It 
introduces also several updates regarding, mainly, data on photon cross sections and stopping powers. These 
updates, reported in the ICRU 90 [6], have been derived from measurements and it is expected that they affect 
the quality factors calculation to a certain extent [4]. 
The egs_chamber application [7] has been used to calculate the deposited energy in the air cavity of the 
PTW31021 chamber modelled with the egs++ geometry package and reported in Fig.1 as longitudinal section. 
Chamber modelling stage is quite critical as it is necessary to introduce some geometrical approximations due 
to the lack of details in the provided schemes. Furthermore, EGSnrc offers a wide library of materials but often 
detectors contain non standard compounds for which it is necessary to create new, and approximated, models 
to establish the basic data for radiation interactions. Both issues can produce significant effects on the 
calculated absorbed dose. 
Absorbed dose to water is scored inside a water disk having dimensions: radius R=0.25 cm and height h=0.025 
cm, while absorbed dose in the ionization chamber is scored in an active volume of about 0.07 cm3. This 
volume (radius 2.4 mm and length 4.8 mm) is internally limited by an aluminium electrode and externally by 
a graphite sheet (!=1.85 g cm-3) surrounded by a PMMA envelope (see Fig.1). 
Both the water disk and the ionization chamber, are placed inside a water phatom at depth of 5 cm and 10 cm 
for the 60Co and accelerator beams, respectively. 

Fig. 1 Longitudinal section of the chamber scheme simulated by the package egs++. The active volume 
(green) has radius 2.4 mm and length 4.8 mm. 

To avoid using a huge number of histories to achieve a small statistical uncertainty !, and to reduce the 
simulation time T, Variance Reduction Techniques have been set up. Specifically, photon cross section 
enhancement (XCSE) and Russian Roulette (RR). Cross section enhancement factors (CS) of 128 and 64 were 
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applied, below and upper 10 MV, respectively. Using a single processor, the simulation time for the absorbed 
dose ranges from about T = 176 hours for the water disk to about T = 647 hours for the chamber. These values 
are referred to the case of the highest photon energy, a number of histories equal to 5E9 and an uncertainty 
target below 0.1%. These simulations have been more conveniently realized using 50 processors in parallel, 
on CRESCO 6/ENEAGRID HPC infrastructure [8], reaching a global uncertainty of about 0.04% and 0.05% 
for the water disk and the air camera respectively. 
Regarding the photon sources employed, so the qualities we want to correct for, they are given in terms of 
phase-space files for beams produced by clinical accelerators and they are placed to design the correct field 
size dimension on the phantom surface. Each available phase-space file was used as input radiation source into 
the simulation as well as to derive the spectral distribution to be used for the simulation with the collimated 
point source. According to the TRS 398, except for the 60Co beam, the photon beam quality is specified in 
terms of the Tissue-Phantom-Ratio &'()*#+*. 

4 Results 

Exponential fit of the calculated values of %"#"$ 
for both the cases, collimated point-source and phase-space 

file, are shown in Fig. 2. They are compared with the published data in [2] also obtained by means of Monte 
Carlo simulations with the EGSnrc code system. In Fig. 2 the set of values from [2] refers to conventional 
filtered photon beams as those used in the present work (i.e. data for flattening filter free beams are not 
considered). Each of the three series show a monotonic decreasing trend, that is well described by an 
exponential fit. 

Fig. 2 Monte Carlo quality correction factors 78#8$ 
for high energy photon beam qualities, described by the 

corresponding TPR20,10 parameters, with respect to the reference 60Co quality. Comparison is made 
considering data referring to collimated point-source and spectra, phase-space files and published data. 

Regarding the point and the phase-space sources, black and red respectively in Fig. 2, the calculated values are 
associated with comparable statistical uncertainties that are in the order of 0.1%. In spite of a common trend, 
%"#"$ 

values exhibit a systematic difference ranging between a minimum of about 0.19% corresponding to a 
&'()*#+* of about 0.74 and a maximum in the order of 0.5% for the highest energy. 
The comparison with data in [2], blue circles in Fig. 2, reveals a very good agreement with the point-source 
%"#"$0values, with differences within 0.2%. For the phase-space data a systematic underestimation of about 
0.3%, with a maximum of about 0.8% at the highest energy, is observed in the whole considered quality range. 
A comparison with data in [3], triangles in Fig. 2, confirms agreement for the point-source data and 
underestimations for the phase-space data only at the highest beam energies. It is worth mentioning that the 
data in [3] represents a fit of combined Monte Carlo and experimental values referring to different accelerators 
from different research groups and also includes data of FFF beams. In [3] the level of agreement between 
individual values and fit is reported to be 0.5%. The same level of agreement exists with the point-source data 
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of this work, while differences are up to about 1% for the phase-space data. However, at lower &'()*,+*values 
the agreement with the Andreo et al’ fit [3] is better for the phase-space data than for the point-source data, 
but this can be explained considering that in this region the contribution of FFF beam data tends to lower the 
k","$fitting curve. 
A possible explanation for the underestimation associated to the phase-space files is linked to the files 
employed as radiation sources in the present work. Actually, density of particles in the phase space file 
represents a major issue to achieve a good statistics when small ionization chambers are simulated. Small 
active volumes, mean that only a small fraction of particles in the phase-space file is directly involved in the 
absorbed dose scoring. In addition, it must be considered also that by increasing the photon energy a cross 
section reduction is registered making the number of particles still more critical for the simulation results. In 
this condition the statistical uncertainty of the scored dose can be improved re-using the same particles to start 
simulations of new histories, but independence of results is not ensured. Then, depending on the particle 
density, the number of independent simulated histories could not be sufficient to optimally reproduce the 
properties of the radiation beam across the scoring volumes so producing less accurate results. Such a problem 
does not affect the simulations with the collimated point source. In this case the number of particles can be 
increased without restrictions, except for the simulation time, always producing independent simulated 
histories. 
 
 
 
5 Conclusions 
 
We have calculated the k","$	quality correction factors for the micro ionization chamber PTW 31021 for 
radiotherapy photon beams in the &'()*,+*  range from 0.66 to 0.80 with respect to the reference 60Co quality. 
These values have been determined both for ideal beams produced by a collimated point source and for phase-
space files mimicking realistic clinical beams. We have compared them with a set of published values for the 
same beam qualities but referring to different accelerators. We have demonstrated the existence of a very good 
agreement with the point source results. The comparison with the phase-space file values shows a more 
scattered trend which can be addressed to the limited number of particles recorded in the phase-space files.  
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ABSTRACT. The pH-responsive behaviour of a triple helix DNA nanoswitch family 
sharing the same hydrogen bond forming domains and differing in the length of the 
linker connecting the double helical region to the triplex-forming region, has been 
characterized at the atomistic level through Adaptive Biasing Force Molecular 
Dynamics simulations. Reconstruction of the free energy profiles of triplex forming 
oligonucleotide unbinding from the double helix identifies different minimum 
energy paths for three nanoswitches, depending on the presence of 5, 15 or 25-bases 
in the connecting linker. The simulation data provide an atomistic explanation for 
previously published experimental results showing a two units increase in the pKa 
switching mechanism decreasing the linker length from 25 to 5 bases, endorsing the 
validity of computational methods for the design and refinement of functional DNA 
nanodevices. 
 

 
1 Introduction 
 
The possibility to synthesize DNA sequences of any length, coupled to the specificity of Watson-Crick 
base pairing, has led to the current use of DNA as an efficient nanoscale building material. DNA has 
been widely used for building different three-dimensional structures, based on polyhedral geometries 
[1,2],  as well as objects with complex shapes, mainly based on the DNA origami assembly technique 
[3]. DNA nanotechnology is now applied to solve real-world problems, developing functional and 
dynamical structures such as nanodevices or nanomachines. One important application is the biological 
sensing, where nanosensors have the potential to allow for a fast and straightforward detection of 
specific biological materials. DNA triplexes are an excellent example of sensing device for their pH-
dependent conformational changes, which can be integrated into complex nanomachines [4]. In this 
context, the understanding of their atomistic behavior represents an important standpoint for a fine 
prediction of the rules governing their structure/function relationship. We already demonstrated the 
importance of Molecular Dynamics (MD) simulations in describing and predicting the atomistic 
behavior of DNA nanoswitches [5] integrated into complex nanostructures [6] . Recently, it has been 
experimentally shown that the pH-responsive behavior of a nucleic acid nanoswitch, which can form 
an intramolecular triplex structure through hydrogen bonds (Hoogsteen interactions) between a hairpin 
double helix (DH) and a single-strand triplex-forming oligo (TFO) having two protonation centers, 
strongly depends on the length of the linker connecting the two domains (Figure 1A) [7]. In this work, 
we apply adaptive biasing force molecular dynamics (ABF-MD) simulations to describe the effect of 
varying the length of the linker from 5 to 25 bases in regulating the pH-dependent conformational 
unbinding of the TFO from the DH of this diprotic nanoswitch. The results are in according with 
experimental evidences indicating that enhanced sampling techniques can be a valuable tool to 
rationally design the function of these devices. 
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2 Simulation Methods 
 
2.1 DNA Nanoswitch Modelling 
The scheme of the three simulated diprotic, triplex-based nanoswitches is shown in Figure 1A. The 
systems share the same three-dimensional structure, apart the loop connecting the DH to the TFO, 
which can be composed by 5, 15 or 25 bases for the DIPRO5 (Figure 1B), DIPRO10 (Figure 1C) and 
DIPRO25 (Figure 1D) nanoswitches, respectively. The sequences used for the model building are those 
reported in the experimental work [7]:   
DIPRO5: AAGAAAAGAATTTTATTCTTTTCTTCTTTGTTCTTTTCTT 
DIPRO15: AAGAAAAGAATTTTATTCTTTTCTTCTTTGGTTTGGTTTGTTCTTTTCTT 
DIPRO25: AAGAAAAGAATTTTATTCTTTTCTTCTTTGGTTTGGTTTGGTTTGGTTTGTTCTTTTCTT 
where the bases in bold represent the duplex forming regions (red and blue ribbons in Fig. 1B-D), in 
italic represent the triplex forming region (green ribbon in Fig. 1B-D) and the underlined bases 
represent the identical 5-bases loop and the variable loop (black and grey ribbons respectively in Fig. 
1B-D). The coordinates of the three structures were generated as previously described [5]. 
 
2.2 MD and ABMD Simulations. 
The topologies and the coordinate’s files of the structures were generated as described in a previous 
work [5] . For each structure, a minimization run of 500 steps using the steepest descent followed by 
1500 steps of conjugate gradient algorithm was performed to remove any unfavorable interaction. The 
systems were gradually heated from 0 to 300 K in the NVT ensemble over a period of 500 ps using the 
Langevin thermostat and with a restraint of 0.5 kcal·mol-1·Å-2 on each nucleotide to relax the solvent. 
Through 1.0 ns long equilibration runs the restraint forces were gradually decreased to 0.1 kcal·mol-

1·Å-2.  The systems were simulated using an isobaric-isothermal (NPT) ensemble for 1.0 ns, fixing the 
temperature at 300 K and the pressure at 1.0 atm using the Langevin barostat. The SHAKE algorithm 
[8] was used to constrain covalent bonds involving hydrogen atoms. The systems were then subjected 
to a 10.0-ns equilibration run before starting the ABF-MD simulations, with a time step of 2.0 fs, using 
the PME method [9] for long-range interactions and a cut-off of 10.0 Å for the short-range interactions. 
The unbinding of the triplex-forming region equilibrated systems was simulated by means of 50.0-ns 
long ABF-MD simulations using the NAMD 2.13 MD engine [10]. ABF-MD enhances the sampling 
of high-energy regions of the FES by adding to the total energy of the system a biasing history 
dependent term, obtained by the sum of Gaussian hills laying on the subspace described by a set of 
user-defined collective variables (CVs). The FES can be reconstructed at the end of the simulation as 
the sum of the added Gaussian hills. In the simulation, two CVs were used to describe the triplex-
forming oligo unbinding from the duplex region:1) the distance between the center of mass of the C2’ 
atoms of the nucleotides belonging to the duplex and the C2’ atoms belonging to the triplex forming 
region; 2) the number of hydrogen bonds between the triplex forming region and the nucleotides 
belonging to the duplex using the AMBER implemented CV coordination number (CN): 
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where 𝑟𝑟𝑖𝑖 and 𝑟𝑟𝑖𝑖 are the coordinates of the atoms involved in the hydrogen bond interactions. The value 
of the parameter 𝑟𝑟0 was set to 3.2 Å, calculated in the 10.0 ns MD equilibration.  
 
2.3 Trajectory analyses. 
Principal component analysis (PCA) was performed over the entire 50-ns ABF-MD trajectories using 
the GROMACS 2019.1 analysis tools [11]. The gmx cluster module of GROMACS was used to 
perform a clustering analysis using the gromos algorithm on all the saved configurations. Contour plots 
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in Figures 2 were generated with Matplotlib, plots in Figures 3 was made with R and ggplot2, while 
the structures represented in Figures 1 and 2 have been drawn with UCSF Chimera [12]. The analyses 
and the simulations were performed by using 2 node, for a total of 96 CPUs, of the ENEA CRESCO6 
HPC infrastructure [13].  
 

 
 

Figure 1. Schematic (A) and cartoon (B-D) representations of the simulated DNA nanoswitches. The 
red and blue colors indicate the two strands forming the double helix region, while the black indicates 
the conserved five bases loop and the green the TFO. The black dashed line in A and the tan colored 
ribbon in B-D represent the 5 (B), 15 (C) and 25 (D) bases variable loop. The pictures were produced 
using the UCSF Chimera 1.12 program [12]. 
 
3 Results 
 
3.1 Unbinding of the TFO from the double helix.  
The TFO unbinding profile from the double helix was analyzed in terms of free energy surface (FES) 
plotted as a function of the number of hydrogen bonds (HB) established between the TFO and the DH 
and of the distance between their centers of mass (Fig. 2). For all the three systems, the surface shows 
the presence of three minima corresponding to the bound (B) and two intermediate (I0 and I1) states 
separated by two transition states (TS), with Tsunb representing the final step of the ABMD simulations 
(Fig. 2A-C). The coordinates corresponding to the conformations belonging to the states identified in 
the FES were clustered and the representative structures identifying the B, I and Tsunb states are 
displayed in the upper part of Fig. 2A-C. For the DIPRO5 switch, the B state is stable, being 
characterized by the presence of 13-14 HBs and a distance between TFO and DH centers of mass close 
to 2.0 Å (Fig. 2A). The I0 state has a lower number of HBs and an average TFO-DH distance of 6 Å 
(Fig. 2A), due to the unbinding of three nucleotides at the 3’ end of the TFO. In the I1 state, the number 
of HB interactions is reduced to 4 and in the final Tsunb state just 2-3 HBs are present. In fact, in the 
Tsunb state the TFO is not fully detached since the first three bases at the TFO 5’end are still interacting 
with the DH. The DIPRO15 system shows the presence of minima less stable than those observed in 
the DIPRO5 one (Fig. 2B). In detail, the B state shows the presence of 8-10 HBs, although the TFO is 
still quite close to the DH. The I0 state is similar to that of the DIPRO5 switch, showing the unbinding 
of the first three nucleotides at the TFO 3’ end. The I1 state samples several loose structures showing 
a concurrent loss of three base pair interactions at both the 3’ and 5’ ends of the TFO (Fig. 2B). Starting 
from this configuration, the Tsunb state is reached by an extensive sampling of a high-energy 
conformational basin, characterized by a TFO-DH distance of about 20 Å and the loss of all HBs (Fig. 
2B), indicative of a full unbinding of the TFO from the DH. The DIPRO25 switch is the less stable 
one, being characterized by high-energy minima, with the B state easily evolving towards the I0 state 
(Fig. 2C). The Tsunb state, identified by structures having a TFO-DH distance of 24-25 Å and 
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characterized by a complete loss of HBs interactions, is reached through the sampling of a high-energy 
conformational basin (Fig. 2C). A comparative free energy profile, along a minimum energy path, is 
plotted in Fig. 3 as a function of a generalized reaction coordinate. The energy of the B state for the 
DIPRO5 switch (red line), is two times lower than those observed for the DIPRO15 and DIPRO25 
systems (green and blue lines, respectively). In line, the DIPRO5 B and I1 states are separated by a 
relatively high activation energy (Fig. 4, red line), again almost twice than that required for the TFO 
unbinding in the DIPRO15 and DIPRO25 systems (Fig. 3, green and blue lines, respectively).  

 
 
Figure 2. Iso-energetic contour of the free energy surface plotted as function of the HBs number 
established between the TFO and the DH and of the distance between their centers of mass for the 
DIPRO5 (A), DIPRO15 (B) and DIPRO25 (C) system. The upper structures are the representative 
configurations of the most populated cluster of the Bound, Intermediate and Transition states extracted 
from the trajectories. The colour scheme follows that described in Figure 1. 
 

 
Figure 3. Free-energy profile of TFO unbinding from the DH, calculated along a minimum energy 
path, as a function of a generalized ‘Reaction Coordinate’ for the DIPRO5 (red line), DIPRO15 (green 
line) and DIPRO25 (blue line) switches. 
 
Overall, these data indicate that the length of the linker connecting DH with TFO has a crucial role in 
stabilizing the interaction of the TFO to the DH. In detail the interaction energy decreases upon 
increasing the loop length indicating that modulation of the entropic contribution related to the loop 
length has a direct effect on the TFO unfolding energy. This work demonstrates the importance of 
computational approaches, such as enhanced sampling MD simulations, for the design and tuning the 
functional properties of DNA nanoswitches. 
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ABSTRACT. The challenge of  developing  and  implementing quantum devices  is
increasingly  topical.  Indeed,  quantum  computing,  spintronics,  and  ultra-high
density  storages  are  experiencing  a  real  boost  since  they  appeared  both  as
immature  implementations  or  as  next-future  promising  technological
applications. In such a framework, the “molecular way” is trying get a place in the
sun in this landscape as a more versatile alternative to the “solid state” one. In this
context  the  season  of  hunting  for  the  most  promising  magnetic  molecules  has
begun.  Here  we  present  computational  studies  on  several  systems as  potential
molecular QuBits, permanent nano-magnets, and spintronics devices.    

1 Introduction

The implementation of magnetic molecules as storage and logical devices would represent a real rev-
olution in the field of information technology, due to their  properties at the interface between classic
and  quantum  realms.  Several  applications  have  been  proposed  for  open-shell  metal  complexes:
molecular units for memory storage at the sub-nanometric levels,[1] spin filters for the molecular
control of spin currents[2] and, very recently, molecular quantum bits (QuBits) for quantum compu-
tation [3]. Specifically, this last achievement would allow to exploit the rules of quantum mechanics,
such as superposition and entanglement, to process information to an increased speed and quantity
per unit of time with respect to classical logic. The class of molecules mainly used in these regards
are  coordination complexes,  i.e.  systems containing open shells  transition metal  ions and/or  lan-
thanide ones coordinated by organic ligands. 
Among the several appointed candidates to build a real quantum computer (for example nitrogen va-
cancies in diamond, ionic traps, photons, semiconductors) from the storage to the logical processor,
molecular compounds have a great advantage: their structural versatility. Synthetic chemistry can
here play a fundamental role in modulating specific interactions between microscopic constituents in
order to achieve the desired molecular properties. A significant part of such synthetic efforts have
been driven by theoretical results and they provided outstanding results in the last few years, by de-
signing molecules behaving as magnets, i.e. presenting quantum properties, above the liquid nitrogen
temperatures.
For example, the first main challenge to face for the use magnetic molecules as QuBits is the preser-
vation of the magnetic state for an enough amount of time (i.e. high relaxation time) to realize logical
operations. This can be achieved only by a careful design of the coordination geometry and engineer -
ing of the local and lattice vibrational modes.
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At the same time, the safe adsorption and organization of single molecule magnets or other magnetic
molecules as spin-crossover systems on different surfaces and 2D materials is the other main bottle-
neck for the realization of end-user devices. This goal is necessary to address and directly control the
single molecule by external stimuli. Even if a wide variety of experimental techniques is available in
surface science, it is common that the explanation of crucial local properties remains elusive. Even in
such framework, the computational support resulted decisive for a detailed description at the micro-
scopic level. However, due to the large dimensions of the systems to be handled, a relatively limited
number  of  works are  appeared when single  molecule  magnets  are  used.  [4] In this  context,  the
present work introduces a first  principles investigation of different promising systems for the ad-
vancement in the area of spintronic molecular devices: molecular crystals, surfaces and hybrid mate-
rials (molecules grafted on surface).

1.1 Hydrogenated graphene deposition on Au(111). Graphene is a honeycomb lattice constituted
by a monolayer of carbon atoms that shows fascinating properties, such as its conducting electronic
ground state or mechanical properties. The nature of this material settles today an increasing interest
in exploration of the plethora of its technologic and scientific applications.
The pourpose of this analysis winks at spintronics devices as magnetic molecules chemisorbed or ph-
ysisorbed on conducting surfaces or electrodes. [4] The surface molecule interaction in many cases‐

lead to the loss of magnetic features of the molecule and hence an extensive work of characterization
of this interaction as a function of the molecule and the substrates [5] is needed.
The resilient C-C bonds allow chemical modification of graphene without breaking the structure, of-
fering the possibility to synthetize different substrates from the same starting material. The effect of
hydrogenation of graphene and deposition on Au(111) (see Fig. 1) on the electronic structure is here-
after depicted. 
1.2 Magnetic molecules as potential molecular QuBits. Among the open challenges, the possibility
to retain the magnetization of molecular spins for a time long enough to apply a series of gates repre-
sents a fundamental one. A wide variety of experimental investigations is available in this field, [6]
on the other hand the theoretical description is still at an early stage. [7-8] The present work intro-
duces a comparative first principles investigation in S=1/2 molecular complexes based on vanadium-
(IV) and copper-(II), [VO(acac)2] (acac = acetylacetonate), [VO(TPP)] (TPP = tetraphenylporphiryn),
[Cu(Pc)] (Pc = Phtalocyanine), [Cu(TTDPz)] (Fig. 2) (TTDPz = tetrakis-thiadiazoleporphyrazine).
The presented systems were choosen as suitable candidates for deposition on surface: neutral charge,
evaporability, thermal stability are the main features required to the thin layer goal.
1.3 Single Molecule Magnets grafted on Au(111). Single molecule magnets are molecules that un-
der a certain temperature, called the blocking temperature, show slow relaxation of the magnetization
and eventually the opening of a hysteresis loop. Such a behaviour arises from the electronic structure
of the single molecule itself and not from long range interactions in space as in classic bulk magnets.
Such bistability made this class of compound very appealing candidates in the area of quantum infor-
mation storage as magnetic memories [1,4].
One of the open questions in the studies of adsorbed magnetic molecules is the control and the tuning
of the exchange coupling strength between magnetic units and the role played by the surface, even if
non-magnetic. Indeed, the spin-injection in the surface can generate interesting phenomena by gener-
ating bound states which are spatially inhomogeneous and, consequently, can differently interact with
other magnetic units [3]. In such a framework, the simulation by periodic DFT of an adsorbed mono-
layer of a functionalized Fe4 molecule, a milestone in the area of SMM grafted on surface [1,4,5],
will provide essential insights about the eventual presence and strength of magnetic coupling be-
tween molecules to understand and how to tune and control them.
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most ones were left free to relax in order to reproduce their surface-like behaviour. The pDFT/GPW
calculations showed that expected room temperature photoconversion via the LD-LISC effect is not
occurring in the case of submonolayer deposits because of a selective surface-driven destabilization
(~11 kcal/mol) of the photo-active antiparallel conformer of the molecular switch leading to the loss
of photoactivity of the material. The soundness of such result was corroborated by the nice agreement
of computed density of states (DOS) for each conformer with the experimental ones.[14] The typical

The typical CP2K run employed 8 nodes (384 cores).

3 Conclusions
We have presented on going and published computational studies on different systems that present
potential nano-technological applications as potential molecular QuBits, permanent nano-magnets,
and spintronics devices. In this regards, we have exploited the state-of-art computational protocols to
accurately describe highly correlated electronic structures and the spin-phonon interactions in poten-
tial Qubits and in SMMs. The developed protocols demonstrated to be fine enough to grasp the sur-
face effects on the selective choice of conformational photo-active functional group of spin-crossover
systems and to evidence an unprecedented mediated super-exchange interactions among Fe4 SMMs
by gold surface. Moreover, it would be also possible to verify that Au(111) surface can only slightly
affect the electronic properties of graphene and it hydrogenated derivatives making them suitable to
be exploited as potential hybrid surfaces where Qubits or single ion magnets might be adsorbed.

4 Acknowledgements
The computing resources and the related technical support used for this work have been provided by
CRESCO/ENEAGRID High Performance Computing infrastructure[15] and its staff.

References

[1] M. Mannini, F. Pineider, C. Danieli, F. Totti, L. Sorace, P. Sainctavit, M. Arrio, E. Otero, L. Joly,
J. Cezar, A. Cornia, R. Sessoli. Quantum tunnelling of the magnetization in a monolayer of oriented
single-molecule magnets. Nature 468, 7322, 417-421, (2010).
[2] L. Bogani, W. Wernsdorfer. Molecular spintronics using single molecule magnets. Nature Materi-

als 7, 1, 179-186, (2008).
[3] R. Sessoli. Toward the Quantum Computer: Magnetic Molecules Back in the Race. ACS Central

Science  1, 9, pp. 473-474, (2015).
[4] A. Lunghi, M. Iannuzzi, R. Sessoli, F. Totti. Single molecule magnets grafted on gold: magnetic
properties from ab initio molecular dynamics.  Journal of Materials Chemistry C  3, 28, pp. 7294-
7304, (2015).
[5] A. Caneschi, D. Gatteschi, F. Totti. Molecular magnets and surfaces: A promising marriage. A
DFT insight. Coordination Chemistry Reviews  289-290, 1, pp. 357-378, (2015).
[6] M. Atzori, A. Chiesa, E. Morra, M. Chiesa, L. Sorace, S. Carretta, R. Sessoli. A two-qubit mole-
cular architecture for electron-mediated nuclear quantum simulation. Chemical Science, 9, 29, 6183-
6192, (2018).
[7] A. Lunghi, F. Totti, S. Sanvito, and R. Sessoli. Intra-molecular origin of the spin-phonon coupling
in slow-relaxing molecular magnets. Chemical Science, 8, 9, 6051-6059, (2017).
[8]  A.  Albino,  S.  Benci,  L.  Tesi,  M.  Atzori,  R.  Torre,  S.  Sanvito,  R.  Sessoli,  A.  Lunghi.  First-
Principles  Investigation  of  Spin–Phonon  Coupling  in  Vanadium-Based Molecular  Spin  Quantum
Bits. Inorganic Chemistry, 58, 15, 10260-10268, (2019).
[9] F. Neese.  Wiley Interdiscip. Rev. Comput. Mol. Sci. The ORCA Program System.  2,  1, 73-78,
(2012)

115 



[10]  J.  Hutter,  M.  Iannuzzi,  F.  Schiffmann,  J.  VandeVondele.  Cp2k:  Atomistic  Simulations  of
Condensed Matter Systems. Wiley Interdiscip. Rev. Comput. Mol. Sci. 4 , 1, 15-25, (2014).
[11]  J.  Zhou,  Q.  Wang,  Q.  Sun,  X.  S.  Chen,  Y.  Kawazoe,  P.  Jena.  Ferromagnetism  in
semihydrogenated graphene sheet. Nano Letters, 9, 11, 3867-3870, (2009).
[12] F. Buonocore, A. Mosca Conte, N. Lisi.  Effects of the substrate on graphone magnetism: A
density functional theory study,  Physica E: Low-Dimensional Systems and Nanostructures,  78, 65-
72, (2016).
[13] F. Santanni, A. Albino, M. Atzori, D. Ranieri, E. Salvadori, A. Lunghi, M. Chiesa, F. Totti,  L.
Sorace, A. Bencini and R. Sessoli. Nuclear-Spin-Economy and vibrational analysis in Macrocyclic-
based Molecular Spin Qubits. Inorganic Chemistry, submitted
[14] L. Poggini, G. Londi, M. Milek, A. Naim, V. Lanzilotto, B. Cortigiani, F. Bondino, E. Magnano,
E. Otero, P. Sainctavit, M.-A. Arrio, A. Juhin, M. Marchivie, Marat M. Khusniyarov, F. Totti, Patrick
Rosa,  M.  Mannini  Sub-monolayer  deposit  of  a  photochromic  spin-crossover  iron(II)  molecular
switch on highly oriented pyrolytic graphite, Nanoscale 11, 20006-20014 (2019).
[15] F. Iannone  et al., "CRESCO ENEA HPC clusters: a working example of a multifabric GPFS
Spectrum Scale layout,"  International Conference on High Performance Computing & Simulation

(HPCS), Dublin, Ireland, 2019, pp. 1051-1052, doi: 10.1109/HPCS48598.2019.9188135 (2019)

116 



 MONTE CARLO SIMULATIONS 
SUPPORTING STUDIES OF PWR’S AND OF  

EXPERIMENTAL N_TOF FACILITY AT CERN 
  

Patrizio Console Camprini1* 
 

1ENEA, Fusion and Technology for Nuclear Safety and Security Department, 40129, Bologna, Italy 
 
 

ABSTRACT.  In the framework of the collaborations between ENEA and IRSN 
(French Institute for Radioprotection, Nuclear Safety and Security) studies are 
carried out concerning nuclear safety evaluations of PWR cores and some 
irradiation aspects within the reactor pit. Monte Carlo simulations are performed 
by means of the MCNP6.1 code for both eigenvalue calculations and fixed source 
problems. In particular, Gen-II reactor - like the Tihange model - and innovative 
Gen-III PWRs are evaluated as benchmarks for deep penetration problems. In 
addition, ex-core responses are used to employ and test variance reduction 
techniques. Within the collaborations with the INFN (Italian Institute for Nuclear 
Physics) Monte Carlo simulations are conducted to analyse the outcome of an 
experimental campaign performed at the n_TOF facility at CERN (European 
Center for Nuclear Research). 

 
 

 
 
1 Reactor core analysis for Gen-II and Gen-III PWRs 
 
The present research activity concerned Monte Carlo simulations of Gen-II and Gen-III nuclear 
power plants and followed what has been carried out in the previous years. In fact, Monte Carlo 
MCNP6.1[1] code has been used to model and analyse benchmarks of a Gen-II system like the 
nuclear reactor at Tihange [2] and a reference Gen-III nuclear reactor core. The simulation regarding 
Gen-II nuclear core was about the determination of the detector response placed at 2 different 
positions outside the core: the first was at 45° angle and the second was at 315° (Fig. 1). Both were 
boron detectors and placed at about 250 cm from the axis of the core, 80 cm outside the core 
cylindrical region. Detector material was 10B dispersed in natural boron, and the considered nuclear 
reaction was alpha particle production induced by a neutron absorption as (n,α). 
Conversely, a Gen-III innovative nuclear system has been studied through a reference benchmark [3]. 
Deep penetration problems considered here were analysed considering the impact of the prompt 
fission spectrum according to the specific nuclide that underwent fission. Some minor and major 
actinides are considered in preliminary studies: 235U, 238U, 239Pu, 240Pu as well as neptunium and 
americium. Firstly, an eigenvalue problem has been run, and fission sites were sampled: at the same 
time an average fission spectrum was sampled. In addition, some important nuclides have been 
accounted for at the time of fission, to enrich statistics and knowledge of the source. A fixed source 
was prepared in this way and it was then used to characterize flux and reaction rates on an assembly-
by-assembly basis and concerning ex-core detectors. 
As explained, the approach to the calculation followed different models of the neutron source inside 
the core. A fixed source has been firstly defined by sampling the fundamental mode, treating a 
previous eigenvalue problem, and scoring neutron production on a particular axial binning on a pin-
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by-pin pattern. The ex-core responses were then studied from this fundamental mode in a fixed 
source problem, aiming at all the specific tallies requested. 
In the fixed source calculation, a volumetric source has been implemented with an isotropic angular 
distribution. 
Different configurations of the fixed source were sampled to study the impact on responses: 

- homogeneous source throughout the core 
- source with an axial distribution assembly by assembly 
- source with a pin-by-pin resolution and a subdivision of the pin in 2 cylindrical shells 

In addition, an eigenvalue direct problem was solved together with the responses of interest. 
Fixed source simulations allowed the implementation of the DSA variance reduction technique – 
developed at ENEA for fixed source simulations and thus extended to eigenvalue problems [4]. 
The DSA method produces variance reduction parameters through a minimization of the quality 
function – namely the maximization of the figure of merit. In fact, the adaptive multi-step iterative 
algorithm starts from initial sampling of several tracks, and thus increases knowledge of the system 
acting on different contribution to tally in phase space. Maximization of the figure of merit for a 
single or a multiple response produces the variance reduction parameters that can be expressed in a 
weight window form to easily utilise the MCNP calculation facility.  
 
 

                      
Fig.1: Gen-II model core cross-section  Fig.2: Gen-III PWR core cross-section 

(Fuel assembly – FA – cross-section) 
 
 
2 Simulation of Experiment for the n_TOF Facility at CERN 
 
Within the framework of nuclear physics and specifically basic research, n_TOF facility at CERN 
(European Center for Nuclear Research) is an important facility utilized to study nuclear reaction 
cross sections at different energies, thanks to a particularly powerful neutron beam extracted from the 
large accelerator current, through spallation reactions on a dedicated target. 
The present study has been carried out in collaboration with Italian National Institute for Nuclear 
Physics (INFN), with the Bologna Section. 
Monte Carlo simulations have been oriented to a neutron beam impinging on a uranium target since 
235U(n, f) cross section is one of the most important cross section standards at thermal neutron energy 
between 0.15 MeV and 200 MeV, for measurements of neutron-induced reaction cross-sections [5]. 
It is used in a wide range of applications. In addition, as in most other neutron facilities, the 235U(n,f) 
cross section is used as a reference for fission cross section measurements (see [6] and references 
therein). 
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Despite its widespread use, however, the recommended 235U(n,f) cross section data at energies above 
20 MeV are based on a small set of measurements [7,8]. Hence, there is a clear and long-standing 
demand from the International Atomic Energy Agency (IAEA) to improve this situation. 
At energies above 200 MeV, the 235U(n,f) cross section plays an important role for several 
applications, as well as for fundamental nuclear physics.  
Despite the importance of the high-energy region, at present no data exist on neutron induced fission 
above 200 MeV, and it is necessary to rely on theoretical estimates. 
However, new theoretical calculations [9] have indicated that the 235U(n,f) cross section at high 
energy may be substantially different from what was previously thought. Furthermore, in a new 
evaluation [10], recently released by the International Atomic Energy Agency (IAEA) Nuclear Data 
Section, it is stated that new absolute measurements of the neutron induced fission cross sections (e. 
g. relative to n-p scattering) on uranium, bismuth, lead and plutonium have the highest priority in 
establishing neutron induced fission reaction standards above 200 MeV.  
The n_TOF facility is then utilized in for the measurement of neutron-induced reaction cross-section 
as a function of the energy: the advantage of the time-of-flight technique with respect to 
monoenergetic neutron source is evident, in particular for the study of the fine structures in the cross 
section. Hence the n_TOF facility offers a good opportunity to perform the measurement of 235U(n,f), 
in particular where the neutron energy spectrum extends from thermal energies up to more than 1 
GeV. 
A set of uranium targets are prepared, and a neutron beam impinges on it, fissions are detected, and 
data are stored. In parallel with the fission detector, a series of 3 Proton Recoil Telescopes (PRT) will 
be used for measuring the number of neutrons impinging on the 235U samples, to characterize the 
incident beam itself. The simulated experimental setup is reported in Fig. 3. 
As the PRT exploits the elastic scattering on hydrogen by detecting the recoil proton – coming from 
polyethylene targets downstream the uranium portion -  these detectors are placed out of the neutron 
beam, and look at the hydrogen-rich samples irradiated by the beam. The drawback of the n-p 
scattering is the difficulty in handling high-density hydrogen samples. We plan to use a polyethylene 
C2H4 sample since this material presents a favourable stoichiometric ratio between hydrogen and 
carbon, although the presence of carbon in the sample is an important source of background. In 
addition, because of the energy loss of protons in the sample itself, different thicknesses of C2H4 are 
required for different energy ranges. In particular, the full energy region between En = 20 MeV and 
En = 1 GeV can be covered simultaneously by using 3 PRTs looking at a 2, 4 and 10 mm thick C2H4 
sample, respectively. 
 
 

 
Fig.3: n_TOF experimental setup: neutron telescopes (PRT-L, H) and C2H4 intermediate targets. 
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Monte Carlo simulations have been carried out to support the analysis of this experiment through the 
code MCNP6.2 [11], to take advantage of the updated tools implemented in the latest version that 
allow to tag particular particles according to specific nuclear reactions. 
Preliminary simulations were conducted to tune the optimal particle species to be transported – 
namely photon, neutron, electrons, deuterons, protons, and tritons.  
Energy deposition tallies – as well as different available estimators – were compared. MCNP tool of 
energy deposition together with multi-particle tally type were considered as the ideal estimator for 
the problem in question. 
Energy deposition in polyvinyl toluene composing the PRT telescopes has been the main objective of 
the study. Issues regarded the combined use of models and data tables: in fact, proton tables are 
present up to 150 MeV - thanks to the MCNP library LA150h – that have been used combined with 
Bertini model. 
Experimental uncertainties concerning the beam centering and the radial shape have been verified. 
Small shift in centering has been retained and a Gaussian shape has been implemented for the radial 
distribution of the particles in the beam. Gauss parameters have been also considered as energy-
dependent, according to the neutron source. 
The main goal of the simulations has been the characterization of a test neutron beam impinging on 
the C2H4 targets (Fig. 3), constituted of a series of sources homogeneous in energy and formed by 
many tiny intervals, from about 10 MeV up to 1 GeV. 
Comparing the characterization for a given neutron beam downstream the uranium targets and the 
fission detector response it will be possible to completely understand the experiment outcome and 
enhance 235U fission reaction cross-sections. 
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COMPUTATION OF SOLAR PHOTON SAIL THRUST

BY USING LIGHT SCATTERING MODELS
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ABSTRACT. The computation of the solar photon sail thrust needs of complex
optical models whose numerical solution requires large computation resources. By
parallelizing the algorithm and thanks to CRESCO relevant resources, the accuracy
is increased saving time

1 Introduction

The goal of research outlined in this work, is to calculate the thrust exerted by sunlight on a Solar
Photon Sail (SPS) deployed in the space. The sunlight causes a pressure, (the radiation pressure), on
the exposed surface. In particular, the radiation pressure on a surface that reflects 100% of the inci-
dent sunlight, is equal to 9.56 µPa. This pressure generates a force, (the thrust), which will be more
intense the larger the sail surface. The spacecraft acceleration depends on the sail and payload’ masses,
(F = ma). An acceleration, even very small, can produce over time a very high speed, such that a
spacecraft can cover in a few years such distances that would not be reachable with current propulsion
technologies. Thanks to SPS, space missions can be achieved on trajectories on retrograde orbit or out
of the ecliptic plane, which are unfeasible by using chemical or ionic propulsion. Furthermore, the
spacecraft does not need to have fuel on board, especially if the attitude is operated by the same solar
photon propulsion. The limits in today’s use of this technology are essentially determined by the mass
of the vehicle as a whole, (sail and payload), and by the effective optical properties of SPS. Neverthe-
less, the miniaturization of electronic instruments on board and the technological development in the
field of materials makes promises to use this innovative technology of propulsion for space missions in
the next decade. Since the thrust is due to the interaction between the incident light and the sail surface,
the accuracy of the prediction of the trajectory travelled by a SPS spacecraft depends on having used
a realistic optical model including the all optical features by its sail, because incident light of the Sun
is actually specularly reflected and scattered, as well as partially absorbed and emitted. Several optical
models are currently under investigation that include light scattering due to the roughness of the sail
surface. Models including local pleats or curvatures of the surface have been considered not yet. This
investigation leads to the elaboration of very detailed physical models that require substantial comput-
ing resources to obtain a solution with the desired precision. CRESCO allows to completely parallelize
the algorithm with a considerable computation time reduction.

2 Computation of the solar photon sail thrust

Although the photons are massless they have a momentum (relativistic quantum theory). Due to the
second and the third principle of dynamics, a change in the momentum of the photons generates a force

*Corresponding author. E-mail: danilo.zola@enea.it.
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Figure 1: Left Panel): Optical geometry for defining the main angles and versors used in the text. (a) 
Right Panel): Illustration of the momentum vectors and the main angles discussed in this work.(b) 

on the sail. The change of photon momentum D per time and area unit is given by D = Dr Di 

i.e. the difference between the momentum of the reflected photons Dr and the momentum of incident 
photons Di. The momentum Di of the incoming radiation is given by: 

W (⇢ ) T
Di = S d̂i with d̂i = sin ✓i 0 cos ✓i (1)

c 

W is the energy flux at a distance ⇢S from the Sun. W is known experimentally at 1 A.U. and it can be 
estimated at any distance. The superscript T in Equation 1 stands for transposed. 
The momentum given by the reflected photons both specularly as well as scattered is given by: 

Z Z 
max 

Dr(✓i) ⌘ 
1 

Id( ) d cos ✓s BRDF( , ✓i, ✓s, s) d̂ 
s d⌦s (2)

c 
min ⌦s 

In Equation (2), c is the light speed in vacuum, Id( ) is the photon flux (measured as W nm 1 m 2), 
which is a function of wavelength and depends on the distance from the Sun and crossing dS? which 
is the infinitesimal surface perpendicular to the photons flux. The wavelengths min and max limit the 
spectral range where the irradiance is not negligible. BRDF is the Bidirectional Reflection Distribution 
Function defined as the ratio between the differential radiance and the differential irradiance. Usually, 
BRDF is a function of , incident angle ✓i, out of plane scattering angle ✓s and in plane scattering 
angle s. The three angles are defined according to the Figure 1a. Moreover, ⌦s is the scattering solid 

Tangle and d̂ 
s = sin ✓s cos s sin ✓s sin s cos ✓s is the unit vector of the scattered photons 

momentum. For ✓s = ✓i and = 0, the versor d̂ 
s = d̂ 

r locates the specular direction. 
The momentum Dr induced by the Sunlight irradiance at ✓i can be estimated if the BRDF of the SPS 
is known for any , ✓s, s. 
The force acting on the sail with a surface S when the solar radiation points at a pitch angle ✓i is given 
by f = DS cos ✓i. 
The photon momentum due to the reflected radiation Dr can be decomposed like Dr = Drs + Drd, 
where Drs(✓i) is the photon momentum due to the specular beam given by: 

Z Z 
max 

Drs ⌘ 
1 

Id( ) d cos ✓s BRDFS d̂ 
s d⌦s (3)

c 
min ⌦s 

The BRDF of reflected photons in the specular direction is given by: 

RS ( , ✓i)BRDFS ( , ✓i; ✓s, s) =  (✓i ✓s) ( s) (4)
cos ✓i sin ✓i 
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and RS(�, ✓i) is the directional spectral specular reflectance which can be measured or indirectly de-
termined experimentally. The momentum of scattered photons due to the surface roughness is:

Drd(✓i) ⌘
1

c

Z �max

�min

Id(�) d�

Z

⌦s

cos ✓s BRDFD d̂s d⌦s (5)

and BRDFD is the part of the total BRDF due to the scattered light only.
In Figure 1b, there is an illustration of the momentum vectors D, Di, Drd and Drs. Furthermore, ✓D
and ✓C are respectively the center line angle and the cone angle, whereas ✓rd is the angle formed by
Drd with the sail normal m̂.
For evaluating the photons momentum due to scattered radiation, the BRDFD for any � has to be
computed. Several scattering models could be in principle used, (see ref. [1] for a critical review). In
this work, the Rayleig-Rice theory (RRT) [2] is used in order to explain the futures of the algorithm
written for computing the SPS thrust. According to RRT, the BRDF of scattered photons is given
by[3, 4]:

BRDFD(�, ✓i, ✓s,�s) =
16⇡2

�4
cos ✓i cos ✓sQ[✏(�), ✓i, ✓s,�s] PSD[fx(�, ✓i, ✓s,�s), fy; z̃, `] (6)

The polarization factor Q[✏(�), ✓i, ✓s,�s] does not depend on the surface morphology but just on the
intrinsic optical properties of the material constituting the surface of the sail, via the complex dielectric
function ✏(�). PSD is a function in the space of the spatial frequencies fx, fy of the surface’ topography
and it is parameterized by the root mean square roughness z̃ and the coherence length ` which can be
determined experimentally.[2] The spatial frequencies fx and fy are related to ✓i, ✓s, and �s according
to the following relation:

fx =
sin ✓s cos�s � sin ✓i

�
(7)

fy =
sin ✓s sin�s

�
(8)

In the following, the algorithm used to compute the three components of Drd is briefly outlined.

Figure 2: Illustration of the different steps followed for the computation of the SPS thrust.

For computing one point, i.e. a SPS momentum D it is necessary to fix a value for z̃, ` and ✓i. In
the following, the index of vectors and matrices will be displayed as superscripts for major clear-
ness. The angle ✓i is discretized by considering a step of 1 deg in the 0  ✓mi  ⇡/2 range within
m = 1, 2, . . . , 91. The angles ✓s and �s are discretized with a vector of N = 180 elements as respec-
tively �i

s = 0, . . . , i 4
N

⇡
2 , . . . 2⇡ for i = 1, . . . N and ✓js = 0, . . . , j 1

N
⇡
2 , . . .⇡/2 for j = 1, . . . N . In this
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way, d̂s, d̂i are also straightforward to discretize.
The Sun irradiance I(�) is discretized on a vector �n considering a 1 nm step within 200 nm  �n 
20000 nm spectral range where n = 1, 2, . . . , 19801. The vector In is the discretized AM0 experimen-
tal irradiance and in the same manner, the experimental complex dielectric function ✏(�) becomes the
complex vector ✏n with 19801 components.
Discretizing fx and fy by means of Equations. 7 and 8, a N ⇥N matrix for PSD is obtained and in the
same way the matrix for Q is also built. Finally, for a fixed �l, BRDFD is discretized via (Eq. 6)

BRDFi,j
D (�l, ✓i,�

i
s✓

j
s) = 16(⇡/�4) cos(✓i) cos(✓

j
s)Q

i,jPSDi,j

By performing a triple numerical integration in d�, d✓s, d�s, the SPS momentum Drd due to the
scattered photons is computed, (see Eq. 5). By using the resulting Di of Eq. 1 and Drs of Eqs. 3 and
4, the SPS thrust can be finally estimated.
The algorithm is written in a GNU Octave language by defining a function

function [d Drd,x d Drd,y ,d Drd,z] = f(�, ✏, ✓i, z̃, `),

which compute for a fixed �, ✓i, z̃, `, the components of the three integrands:

dDrd(✓i,�) ⌘
Z

⌦s

cos ✓s BRDFD d̂s d⌦s (9)

A main program calls the function f cycling the function for different �n values.
In CRESCO, the function f(�, ✏, ✓i, z̃, `) is parallelized by using the package parallel of GNU OCTAVE
and calling pararrayfun:

[ d Drd,x d D rd,y d D rd,z ] = pararrayfun(Np, @f, �, ✏, ✓i, z̃, `)

where Np is the number of processors which could in theory be 19800 for a fully parallelization of the
computation. The last numerical integration of Eq. 5 is performed in the main program. In this way,
the SPS momentum is obtained for a fixed ✓i and z̃ and `.
In CRESCO is available to run the different indexed Octave code, by using the LSF command bsub
and indexing, for example, the 91th different ✓i values:

bsub -J "Index[1-91]" -q "queue-name" -o "output-filename.txt"
-i "..input. %I" octave -q -f "program-name.m".

In this way, the computation time has been significantly reduced if compared with a pc desktop
equipped with eight processors.
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ABSTRACT.  In the silicon heterojunction solar cells, intrinsic hydrogenated 
amorphous silicon (a-Si:H) is used to passivate the crystal silicon (c-Si) surface to 
suppress the electrical losses at interfaces and to keep ultralow contact resistivity 
for the selective transport of one type of carrier only. We generated snapshots of 
the equilibrated c-Si/a-Si:H interface atom configurations at room temperature. 
The ab initio characterization of molecular dynamics snapshots has been executed 
on selected configurations to monitor the electronic properties of the c-Si/a-Si:H 
interface. The evolution of the intragap states is monitored by analyzing density of 
states and charge density. This all will allow to design more efficient silicon solar 
cells belonging to the silicon heterojunction technology. 

 
 

1 Introduction 
 
In recent years, the silicon heterojunction (SHJ) solar cells reached the highest efficiency of 26.6% 
[1], mainly due to the passivation contacts. In these devices, intrinsic hydrogenated amorphous 
silicon (a-Si:H) was used to passivate the Si surface and the p/n-type doped hydrogenated amorphous 
silicon was employed to select the transport carriers. The application of SHJs offers several 
advantages: first, a-Si:H provides efficient passivation of Si dangling bonds at the interface; second, 
field-effect passivation can produce a significant inversion effect at the a-Si:H/c-Si interface that is 
able to increase the carrier lifetime. Moreover, fewer process steps are required to build-up the solar 
cells (SCs), and the low-temperature (< 200 °C) processing allows the use of very thin wafers 
without any substrate damage. 
The amorphous-crystalline heterointerfaces play a crucial role in the photovoltaic operation of SHJ 
technology, but the microscopic mechanisms of transport and recombination mechanisms at the 
interface are still poorly understood. The purpose of the present work is to simulate at atomistic 
resolution a large scale amorphous-crystalline heterointerfaces and to investigate the electronic 
properties (defects and intragap states) that are preliminary to the study of the transport mechanisms 
underlying photovoltaic devices based on SHJ technology. 
In order to design at a predictive ab initio simulation of the a-Si:H/c-Si interface, it is essential to 
build up an atomic-scale model of the interface that exhibits the experimentally observed features and 
at the same time it is almost free of defects. Indeed, due to the limited number of atoms in an ab initio 
calculation, already few defects lead to a strong overestimation of the gap-state density, possibly 
even resulting in metallic behavior. In the present work, ab initio calculations to investigate the time 
evolution of the intra-gap states of an a-Si:H/c-Si interface structures constituted by 1,152 atoms 
whose atomic configurations have been simulated from ReaxFF (Reactive Force Field) molecular 
dynamics (MD) [2]. Therefore, we are considering a hetero-interface system larger than those of 
similar studies so that the periodic cell size effects are reduced. This allows us to model more 
realistic hetero-interfaces. The electronic structure is calculated and analyzed with a focus on the 
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identification and characterization of the intragap states at the interface, which have a crucial impact 
on the device performance due to their role as recombination centers. We monitor the evolution of 
the relevant structural and electronic properties, such as the defect distribution, the density of states 
and the potential barriers. In this way, insights are gained on how and why these properties change. 
 
2 Methods 
 
We used first principles calculations based the density functional theory (DFT) to characterize the 
change of the electronic properties during the equilibration process simulated by MD simulations 
using the ReaxFF. Snapshots of the thermodynamic properties of the system as well as per atom 
dynamic values (coordinates, velocities, forces, etc.) are taken at 1 ps intervals for DFT DOS post-
processing. The high value of first principles calculations is to derive the physical properties directly 
from the basic interactions without introducing adjusting parameters. 
The two a-Si:H/c-Si interfaces are made of hydrogenated amorphous silicon (a-Si:H) between two 
crystalline silicon (c-Si) slabs. The relaxed p(2×1) symmetric reconstruction of the Si(001) surface 
constitutes the c-Si side of the interface. It is formed by 576 Si atoms, 16 layers of silicon with 36 
atoms each. The a-Si:H side of the system is generated by cutting the a-Si:H structure, built as in 
reference [3], such that the surface area is equal to the c-Si side and the thickness is about 16 Å. It is 
composed of 512 Si atoms and 64 H atoms. The total length of the periodic cell is Lz = 46.44 Å, 
while in the x- and y-direction the system has Lx = Ly = 23.22 Å. Periodic boundary conditions 
(PBC) are imposed in all directions. 
The geometry of the ab initio relaxed structure is shown in Figure 1. We use the PWscf (Plane-Wave 
Self-Consistent Field) code of the Quantum ESPRESSO suite [4,5] to relax the a-Si:H/c-Si system. 
Si and H ultrasoft pseudopotentials with Perdew-Burke-Ernzerhof (PBE) [6] approximant GGA 
exchange-correlation potential, available in the Quantum ESPRESSO library [7]. The electronic 
wave functions were expanded in a plane-wave basis set with a kinetic energy cut-off equal to 40 Ry 
(the charge density cut-off was 240 Ry). The Brillouin zone integration for the self-consistent 
calculation is restricted to the Γ-point, which is justified by the sufficiently large super cell. Gaussian 
smearing of 0.08 Ry is needed to reach convergence due to defect states at the Fermi level. All the 
parameters are chosen by checking the convergence of the total energy of the system. The energy 
minimization is performed by using conjugate gradient (CG) minimization energy method, with the 
convergence threshold for self-consistency equal to 10−6 Ry. Broyden-Fletcher-Goldfarb-Shanno 
(BFGS) quasi-newton algorithm is used to perform geometry optimization. Ionic relaxation is 
stopped when both the following conditions is satisfied: energy changes less than 10−4 Ry between 
two consecutive self-consistent field (SCF) steps and all components of all forces were smaller than 5 
× 10−4 Ry/Bohr. Then, this relaxed system is used as starting configuration for energy minimization 
and classical MD simulations. The non-self-consistent calculation of the electronic states is 
performed on a 2×2×1 k-point grid, which was found to yield a sufficiently accurate representation of 
the relevant quantities (density of states, electron localization function, and charge density. 
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Fig.1: The ab initio relaxed a-Si:H/c-Si interfaces. The silicon atoms and their bonds are in orange in 
the c-Si side and are in yellow in the a-Si:H side, hydrogen atoms and bonds with silicon atoms are in 

blue. Bonds between c-Si and a-Si are in red. 
 
3 Results and discussion 
 
In this section, the results provided by the aforementioned simulations are reported. These results 
have been obtained using the Cresco6 cluster of the CRESCO/ENEAGRID High Performance 
Computing infrastructure [8,9] where around 200,000 CPU hours have been used. 
In Figure 1 we show the projected density of states (PDOS) of c-Si and a-Si:H ab initio relaxed, 
representing the PDOS of the a-Si:H/c-Si interfaces at T= 0 K that will be used as comparison. We 
see that c-Si has a gap of around 0.8 eV, below the experimental value of 1.1 eV. It is well known 
that standard DFT [10] underestimates band gaps, due to the incomplete description of many-body 
effects. However, in this study the focus is on the formation of the intragap states related to the 
defects rather than on the evaluation of the band gap itself. From the PDOS in Figure 2b we see that 
broad peaks are induced from defects in a-Si:H bulk and at the interfaces. 
 

 
 

Fig.2: Projected density of states of crystalline and amorphous silicon of the ab initio relaxed a-
Si:H/c-Si interfaces. The vertical dashed line at 0 eV evidences the Fermi energy. 

 
We analyze the time evolution of the electronic properties of the a-Si:H/c-Si interfaces to monitor 
how intragap states change during the equilibration process at 300 K after the quenching. We follow 
the time evolution of the projected density of states (PDOS) during the equilibration process starting 
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from t= 0 ns, when the process begins until t=10 ns. In Figures 3 and 4, the PDOS of c-Si and a-Si:H 
at t= 0, 1, 4, and 10 ns is shown, respectively. We observe at the start of the equilibration (t= 0 ns) 
that a dense concentration of peaks is found in the energy gap for the a-Si PDOS. Those peaks are 
related to defects at both the interface and in the a-Si:H bulk. In particular, one intense peak is found 
nearby the Fermi energy level at 0 eV. As the equilibration progresses, the energy of the PDOS peaks 
changes in energy and the corresponding intensity changes too, both in the intragap range and outside 
of it. Overall, after the ReaxFF MD equilibration we have a decrease of the density of the defects 
compared to that of the starting DFT relaxed a-Si:H/c-Si interfaces. 
 

 
 
Fig.3: Projected density of states of crystalline silicon at 0, 1, 4 and 10 ns for T= 300 K. The vertical 

dashed line at 0 eV evidences the Fermi energy. 
 
To gain a deeper understanding of the structural properties, a coordination analysis of the Si atoms is 
performed. A geometrical criterion is used to identify the nearest neighbors in the coordination 
analysis, applying a distance cutoff of 2.85 Å and 1.7 Å for Si-Si pairs and for Si-H pairs, 
respectively. Concerning the t = 10 ns snapshot, it is observed that the average number of neighbors 
of Si atoms is 4.01. In detail, 16 Si atoms have threefold coordination (1.4%), 1044 Si atoms have 
fourfold coordination (96.0%) and the remaining 28 Si atoms have fivefold coordination (2.6%). Just 
small variations have been found during the equilibration process taking into account that the average 
coordination number equals to 4.01 for the t= 10 ns snapshot too. In conclusion, after the quenching 
process the system is quite ordered with a high percentage of fourfold coordinated Si atoms, and it 
keeps this condition during thermalisation at room temperature.  
 

129 



 
 
Fig.4: Projected density of states of amorphous silicon at 0, 1, 4 and 10 ns for T= 300 K. The vertical 

dashed line at 0 eV evidences the Fermi energy. 
 
In order to elucidate the spatial localization, we calculated the local DOS (LDOS) of the intragap 
energy levels. In Figure 5, we compare the LDOS at t = 0 and 10 ns. We found that defect states are 
localized both in the bulk of a-Si and at the a-Si:H/c-Si interface. Defects can be formed in the few c-
Si layers nearest to a-Si:H. However, we see a change in the distribution of defects in the interval of 
time given to our simulation. Indeed, the number and the intensity of the intragap states in the PDOS 
at the end of the equilibration process are lower than at the start. We investigated the coordination of 
the atoms nearby the LDOS isosurface at the interface indicated by the arrows in Figure 5. Following 
the above criteria for atomic distances, they are defects three-fold coordinated. 
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Fig.5: Local density of states of the intragap states of the a-Si:H/c-Si interfaces at the beginning a) 
and at the end b) of the thermalisation at T= 300 K. 

 
4 Conclusions 
 
In conclusion we used ab initio calculations to investigate the time evolution by ReaxFF MD 
simulations of the intra-gap states of a large a-Si:H/c-Si interface system. Therefore, the electronic 
structure is calculated and analyzed with a focus on the identification and characterization of the 
intragap states, which have a crucial impact on the device performance due to their role as 
recombination centers. Throughout the annealing process, we monitor the evolution of the relevant 
structural and electronic properties. 
An ab-initio relaxed system with a double a-Si:H/c-Si interface has been used as starting 
configuration for MD simulations. The minimization at T= 0 K produces a shrinking of the system 
along the z direction of about 6 Å. Then, in the quenching process, in which the temperature raised 
up to 1100 K and cooled down to 300 K, it has been observed a displacement of hydrogen atoms 
towards the interfaces. This trend is maintained during the subsequent thermalisation at T= 300 K for 
10 ns, in fact, the concentration of hydrogen atoms near the interfaces remains almost constant. 
We have found that at the end of the equilibration process of 10 ns at room temperature the intensity 
of the PDOS related to intragap states is decreased as well as the number of the electronic states into 
the gap. Nonetheless, the defects states are still localized both in the bulk of a-Si that at the interface 
with c-Si, until to be formed in the few c-Si layers nearest to a-Si:H. However, the system is quite 
ordered after the quenching process with a high percentage of fourfold coordinated Si atoms, and it 
keeps this condition during the final thermalisation. Further studies are in progress to investigate the 
high temperatures effects on the electronic properties of realistic a-Si:H/c-Si interfaces. This study 
paves the way to the investigation of the transport mechanisms in order to design more efficient 
silicon solar cells based on the SHJ technology. 
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OF AMORPHOUS GEO2 UNDER PRESSURE IN THE RANGE

0-30GPA

Giorgio Mancini1*and Massimo Celino2
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ABSTRACT. As part of a process aimed to get data for the widest possible high
pressures range, a series of First Principles Molecular Dynamics simulations were
carried out for solid state amorphous GeO2 subjected to hydrostatic pressures. The
simulations were carried out by Carr-Parrinello Molecular Dymamics (CPMD) [1,
2] using Goedecker pseudo-pontentials [3]. In this paper we report the preliminary
results for the range 0-30 GPa we covered so far.

1 Introduction

A preliminary series of First Principles Molecular Dynamics simulations for GeO2 were carried out
as an exploration probe in the range 0-20GPa [4] to get a first qualitative set of data to compare the
changes in amorphous Ge and GeO2 under pressure. They suggested that although Ge and GeO2

had qualitatively the same density evolution up to 10GPa, GeO2 didn’t undergo the steep LDA-HDA
phase transition showed by Ge in the range 10-12GPa; the pressure-induced density changes in GeO2

kept linear in the entire range 0-20GPa and reversed to the initial state upon pressure release back to
0GPa. The probing range was eventually extended up, but serious numerical instabilities arose at about
28GPa. According to the first exploration indications, we switched to Goedecker pseudo-potentials for
a second, longer and accurate series of simulations.

2 Simulations details

Our starting point was constituted by amorphous GeO2 at room temperature, obtained quenching down
from 4000K a liquid GeO2 sample. It consisted of 240 atoms (80 for germanium and 160 for oxygen)
contained in a 15.602Å-edged cubic simulation box to get a density ⇢= 3.66 gr/cm3. The simulations
were performed using CPMD software, describing the self consistent evolution of the electronic struc-
ture within the frame of density functional theory. A generalized gradient approximation (BLYP-GGA)
was adopted for the exchange and correlation part of the total energy [5,6] together with norm conserv-
ing Goedecker pseudo-potentials for the core-valence interactions. The electronic wave functions were
expanded in plane waves up to the kinetic energy cutoff of 100 Ry. A value of 400a.u. was used for
the fictitious electronic mass, 2000cm�1 and 10000cm�1 for the characteristic frequencies of ions and
electrons, respectively, and 2a.u. (0.048 fs) for the time-step. The initial system was quenched down to
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(b)
(a) 

Figure 1: (a) Density slopes identify phase transition points (b) corresponding Ge-O coordination num-
bers 

300K and relaxed at an initial pressure of 0Pa; it subsequently was submitted to increasing pressures 
up to 30GPa. Pressures were applied via the Parrinello-Rahman method [7], in steps of 2GPa. At each 
stage the atomic system was equilibrated for ⇠50ps according to the criterion that all the physical quan-
tities converged. Thermostatting was obtained by Nosé-Hoover chain thermostats [8–10] set on ions 
and electronic degrees of freedom, a fictitious electronic kinetic energy of 0.05au was used throughout 
the entire pressure range. 

3 Computational resources 

The calculations were performed using the facilities and services available at the ENEAGRID infras-
tructure (Italy). Molecular Dynamics simulations have been carried out using CPMD v3.15.3 running 
on CRESCO4 cluster. 800GB of disk storage has been granted on the GPFS file system. 

4 Results 

A description of the density evolution with pressure is reported in Figure 1 (a) for GeO2. It clearly 
shows that GeO2 undergoes no sudden LDA-HDA transformation (in turn Ge shows a marked slope 
change at ⇠ 10GPa). Four-fold!five-fold!six-fold coordinated Ge formation is depicted in Figure 
1 (b). Density grows with pressure presenting regular, distinct rates in four intervals, in which Ge-O 
coordination numbers remain invariant, leading to a step-wise overall variation in the 0-30GPa range 
(dn(r) curves superpose in 12-20GPa and 22-30GPa). The system is formed by four-fold and five-fold 
coordinated Ge atoms up to 6GPa. Formation of six-fold coordinated Ge is observed in the interval 
6-10GPa. In 10-20Gpa the system presents five-fold and six-fold coordinated Ge atoms: in this range 
the five-fold coordinate Ge atoms are the majority. The transition at 20GPa inverts the roles and the 
six-fold coordinated Ge atoms become predominant up to 30GPa. 
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(a) (b)

(c) (d)

Figure 2: Stepwise changes of dn(r)GeO in the intervals (a) 0-4GPa, (b) 4-10GPa, (c) 10-20GPa and
(d) 20-30GPa

135 



5 Conclusions

CPMD simulations for GeO2 were performed in the interval 0-30GPa, in which Goedecker pseudo-
potentials showed a very good numerical stability. Althogh they determined a higher density than 3.66
gr/cm3 for the quenched system initially relaxed at 0GPa (a fact deserving further investigations),
the results were in good qualitatively agreement with known computational and experimental findings
(e.g. [11, 12] and references therein). A step-wise evolution of coordination numbers was observed.
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ABSTRACT. The article is devoted to the analysis of supercritical hydrogen/oxygen
combustion at 60 bar, with transcritical (liquid) injection of oxygen. The test case
considered is the MASCOTTE C-60. The tapered injector is simulated to properly
identify the flame stabilization mechanism. The case is simulated by means of the
in-house parallel code HeaRT in the three-dimensional LES framework. The cubic
Peng-Robinson equation of state is assumed. Diffusive mechanisms and transport
properties are accurately modelled. A finite-rate detailed scheme (involving the
main radicals) already validated for high-pressure H2/O2 combustion is adopted.

1 Introduction

High-pressure combustion of reactants exhibiting real gas behaviour is becoming an important research
topic for the growing interest in supercritical CO2 and organic Rankine gas turbine cycles, diesel
engines with higher and higher pressures, liquid oxygen rocket engines, cooling systems. In such
applications, the flows can be far away from ideal thermodynamics, and the different fluid behaviour
has to be accounted for by means of real gas equations of state and specific models for molecular
transport properties. Experimental work at such high-pressure conditions may be prohibitive: the use
of advanced laser diagnostics is not an easy task to achieve, and very few examples exist in literature;
besides, facilities themselves may be very expensive. Hence, most of research and design in this area
is based on numerical simulation. However, also the numerical approach is not an easy task, suffering
problems of both modelling accuracy, computational efficiency and lack of robustness by numerical
schemes.

2 Experimental Set-up

The case simulated in this work was experimentally investigated in the MASCOTTE cryogenic com-
bustion test facility developed by ONERA for rocket applications. It consists of a combustor having a
50mm⇥50mm square-section, 40 cm length with a final nozzle, and an axisymmetric coaxial injector
for O2, and H2 or CH4. The particular test case numerically studied in this article has a nominal pres-
sure of 60 bar (case C-60) and considers injection of transcritical (liquid) O2 and gaseous H2 [8, 4].
The liquid oxygen is injected from the central pipe, that has a constant section of radius 1.8mm before
a linear divergent section with an angle of 8°and a length of 4.98mm (the final radius is 2.5mm); the
end of the divergent is squared-off with a width of 0.3mm. The hydrogen flows through the coaxial
pipe having a radial width of 2.2mm. The thickness of the wall separating the two jets is h = 1mm.
The injection data are reported in Table 1. The reduced temperature for O2 and H2 are 0.54 and 8.29,

*Corresponding author. E-mail: donato.cecere@enea.it.
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Pressure T inj ⇢injPR µinj ⇢UA A U inj u0inj `t Reinjt ⌘
60 bar K kg/m3 kg/(m · s) g/s mm2 m/s m/s mm µm
O2 83 1182.97 2.46 · 10�4 105 10.1736 8.72 0.436 1 2097 3.2
H2 275 5.125 8.59 · 10�6 42 53.8824 152.09 7.6 1 4534 1.8

Table 1: Injection data for the two reactants. The density values refer to the Peng-Robinson equation
in its enhanced translated volume formulation (the error with respect to NIST reference data are 0.35%
and 0.52%, respectively for O2 and H2).

Figure 1: Comparison of some real gas properties estimated through the translated volume Peng-
Robinson EoS and NIST reference data for O2: EoS and NIST reference data for O2 (top) and H2

(bottom): density ⇢, sound speed a, compressibility factor Z, specific heat ratio � = Cp/Cv, viscosity
µ, thermal conductivity .

respectively; their reduced pressure are 1.19 and 4.56. Some real gas properties are reported in Figure
1, where the NIST reference data are compared with the ones estimated through the translated volume
Peng-Robinson equation of state. The tapered central pipe is modelled in the simulation in a stepwise
manner. The cooling helium film injection along the combustor walls adopted in the experiments is
neglected. The computational domain in the streamwise direction is shorter (200mm) than the ex-
perimental combustor and its final nozzle is not considered. A turbulent velocity fluctuation of 5%
is imposed at the inlet of both reactants; turbulent Reynolds numbers were estimated considering the
thickness of the wall separating the two jets, h, as the integral turbulent length scale.

3 Physical and Numerical Models

In this work the compressible Navier-Stokes equations are solved for a reacting real gas flow. The Peng-
Robinson cubic equation of state in its improved translated volume formulation is assumed [2, 9]: it
requires only the acentric factor on top of the critical properties and is thus easy to implement for a wide

138 



range of species. It provides slightly better accuracy than the Redlich-Kwong EoS because of a more
complex temperature dependence. As a consequence, energies and specific heats predictions are more
accurate, an important feature for reacting flows. The mathematical models adopted are derived for a
Newtonian and Stokesian fluid of Ns chemical species. The mass diffusion flux has three contributions:
the first due to concentration gradients (modelled through the Hirschfelder and Curtiss’ law for multi-
component mixtures), the second due to pressure gradients (the baro-diffusion mechanism), and the
third one due to temperature gradients (the thermo-diffusion or Soret effect). The heat diffusion has
also three contributions: the first due to temperature gradients (the Fourier diffusion), the second due to
mass diffusion fluxes, and the third one is the Dufour effect (reciprocal of the Soret effect). The thermo-
diffusion, or Soret effect, is the mass diffusion due to temperature gradients, driving light species
towards hot regions of the flow. This effect, often neglected, is neverthless important, in particular
for hydrogen combustion, and in general when very light species play an important role. Usually the
Dufour effect is negligible even when thermo-diffusion is not, and hence it is neglected. Molecular
viscosity and thermal conductivity are accurately modelled through NIST models in REFPROP with
an Extended Corresponding States method and fluid-specific correlations. The diffusion coefficient
Di of the i-th species into the rest of mixture is modelled according to the Hirschfelder and Curtiss
expression, where the required binary diffusion coefficient is calculated by means of kinetic theory.
The thermo-diffusion coefficient DT

i is estimated by means of the EGLIB routines. The combustion
of hydrogen and oxygen is modelled by means of the finite-rate detailed chemical mechanism derived
by Boivin from the San Diego mechanism, furtherly simplified by taking the high-pressure limit of
the falloff reactions (due to the high pressure of the test case) [7]. The mechanism accounts for 8
species and 12 elementary reactions. Unclosed turbulent combustion subgrid terms of the filtered
compressible Navier-Stokes equations are modelled through the Smagorinsky model and the authors’
LTSM (Localised Turbulent Scale Model) turbulent combustion model.

The numerical simulations are performed by means of the in-house parallel code HeaRT and ENEA’s
supercomputing facility CRESCO [6]. The HeaRT code solves the compressible Navier-Stokes equa-
tions discretised through staggered finite difference schemes. A second-order accurate centered scheme
is adopted for diffusive fluxes. Convective terms are discretized through the AUSM+-up method [3]
coupled with a second-order accurate interpolation with a TVD, linear preserving limiter for non-
uniform grids [1] to reduce spurious oscillations. The low-storage third-order accurate Runge-Kutta
method of Shu-Osher is used for time integration. Non-reflecting boundary conditions are implemented
at open boundaries in their extended form to take into account the effect of variable transport proper-
ties, local heat release and real gas effects [5]. A synthetic turbulence generator is adopted at flow
inlets: this is especially important for the H2 jet to correctly capture its spreading angle and to avoid a
laminar-to-turbulence transition region not experienced in the experiment.

4 Results

The combustor in the simulation is initially filled in with a mixture of hot products coming from a
stoichiometric H2/O2 premixed flame calculation at 60 bar. The cold reactants are injected and the
mixing process is simulated in a two-dimensional axi-symmetric framework. Then, ignition is achieved
by locating a spark in the mixing layer between the two reactants at ⇠ 1.3mm from the tip of the
injector. The diffusion flame is developed in a 2D framework later copied and rotated to generate the
initial three-dimensional field for the final LES simulation. The oxygen flows into the combustion
chamber through an injector with a tapered final section, where the flow exhibits separation nearly
⇠ 3mm before the exit. The resulting recirculation zone captures some hydrogen and transports it
within the tapered injector. Due to this recirculation, a quite stable flame establishes in it if the walls
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Figure 2: Instantaneous snapshots of the non-reacting (top) and reacting (bottom) H2 and O2 mass
fractions.

are considered adiabatic. However, a more accurate solution was achieved by solving the heat transfer
into the solid walls of the coaxial injector: in this case, the flame does not develop inside the O2

injector. It was observed that after ⇠ 15 s from ignition the average temperature of the tip region of
the O2 injector reaches 1569K, explaining the maximum duration of the experiment reported in [4].
Temperature distribution in the solid zones after ⇠ 13 s from ignition was assumed as initial distribution
for the three-dimensional LES simulation.

Figure 2 shows an instantaneous field of hydrogen and oxygen mass fractions. The oxygen interface
appears weakly turbulent up to ⇠ 2mm from the jet exit, in agreement with the visual transition length
of the experiment, although exhibiting periodic growing of a single high-momentum ligament protrud-
ing into the surrounding H2 jet. Then, the high-density liquid O2 jet largely and slowly penetrates
the combustion chamber along its axis, showing an interface richer of ligaments (more sharply defined
in non-reacting condition) promoting intense turbulent mixing, as commonly exhibited by transcriti-
cal jets. When the flame is not already established, some ligaments are even able to pass through the
surrounding hydrogen stream, thus reaching the external region of the combustor and potentially al-
low combustion of the outer hydrogen jet surface. Some oxygen pockets are produced and transported
downstream within the the flame brush. The faster hydrogen jet exhibits high-frequency (⇠ 31.5 kHz)
vortex shedding as it is injected into the chamber, producing an inner (O2 side) and an outer shear-
layer. The coherent structures released in the outer shear-layer have the size of the thickness of the
external wall of the H2 pipe (⇠ 3mm); they grow moving downstream and quickly coalesce, evolving
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in developed turbulence and feeding the recirculation regions of the combustor generated by the im-
pingement of the hydrogen jet on the chamber walls. Such recirculations bring hot products back to the
inlet side. The coherent structures released in the inner shear-layer are smaller, of the size of the tip of
the O2 injector, grow less and live shorter being damped by the flame. It is observed that the velocity
fluctuations in the H2 jet region in the combustion chamber are largely enhanced with respect to the
inlet turbulence level of 5%, reaching levels as high as 70% in the shear-layers and as 40% along the
central path of the H2 stream.

Figure 2 also reports an instantaneous snapshot of the temperature field. The flame is anchored at the
tip of the O2 injector. The vortices shed at high frequency from the H2 inner wall produce intense
mixing of fresh reactants with hot products, providing a dynamic flame anchoring. At the same time,
the synergic action of their flame stretching and of cold high-momentum oxygen ligaments can produce
localized extictions. The flame develops along the stoichiometric mixture fraction in the inner shear-
layer, close but external to the maximum density gradient iso-surface. It is initially largely stretched and
thin. Then, a flame brush develops. While rapidly expanding, largely wrinkled by coherent structures
and turbulence with wavelengths increasing with the axial distance, the flame pushes the H2 jet away
from the axis. When the flame start to interact with the main recirculation zones of the combustor, its
expansion is enhanced.

Ignition of the flame is due to a stable hot spot established at the tip of the O2 injector close to which
the flame dynamics is complex. From this small reacting region, a primary flame develops around the
stoichiometric line slowly creeping along the liquid oxygen interface; then, this flame detaches from
the tip and is blown out, but another flame from the tip hot spot enters into the O2 injector for a short
length, before being transported downstream and generate another primary flame. At the same time of
the primary flame initial development, part of the flame from the tip of the injector periodically enters
into the H2 pipe along its inner wall, due to the vortex shedding in the inner shear-layer. Then, it is
released with the vortex at ⇠ 31.5 kHz, rapidly transported downstream as a second richer flame within
the fast H2 stream and quickly extinguished due to intense stretching. The primary flame is blown out
every 8 releases of the secondary flame.
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ABSTRACT.  Innovative technologies and novel protocols from molecular biology 
are providing many insights on the three-dimensional (3D) spatial organization of 
chromosomes within the eukaryotic cell nucleus. Such experiments, based e.g. on 
conformation capture techniques, have led to the discovery of topological 
structural features of chromosomes, returning a picture where the genome is folded 
in complex conformations in 3D space so to bring in close spatial proximity genes 
and their regulators. However, the molecular mechanisms leading to precise and 
cell-specific chromosome conformations are not yet understood. Quantitative 
theoretical models from physics can thus be essential to dissect the mechanical 
rules of genome folding starting from first principles. Here, we review an 
integrative approach for chromosome modelling that combines polymer physics, 
machine learning strategies and massive molecular dynamics simulations. In 
particular, we show that our model, validated against recent super-resolution 
imaging experiments, is capable to predict the 3D structure of specific genomic 
regions at the single DNA molecule level. Efficient algorithms, parallel running 
strategies, and tremendous computational efforts are fundamental to achieve such 
deep model accuracy and to provide increasingly refined descriptions of 
chromosome large-scale 3D organization.     

 
 
 
1. Introduction  
 
In the last decade, diverse technologies from molecular biology, such as Hi-C [1], GAM [2] or 
SPRITE [3], have revealed that chromosomes are folded in the cell nucleus in complex not-random 
three-dimensional (3D) conformations. Hi-C methods, for instance, revealed in mammalian cells 
large, megabase-sized local chromosome domains with enriched inner interaction levels, called 
Topologically Associating Domains (TADs), as a key structural feature of genome organization [4, 
5]. Yet, different TADs can also interact giving rise to higher order chromosome structures, forming 
a hierarchy of domains-within-domains (metaTADs) spanning across genomic scales up to the range 
of entire chromosomes [6]. Such an organization has been shown to be essential for transcriptional 
regulation, e.g. by bringing in close spatial proximity regulatory elements and their target genes [7], 
and its disruption has been linked to disease [8, 9]. However, the molecular and physical mechanisms 
driving genome folding are still largely mysterious. Quantitative models starting from first-principled 
approaches and based on massive numerical simulations are thus becoming an essential tool to 
interpret the huge amount of genomic structural data and unveil the mechanisms underlying the 3D 
spatial organization of real chromosomes [10–21]. Here, we focus on the textbook scenario where 
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diffusing cognate binding factors mediate the contact between distal DNA binding sites, as described 
by the Strings and Binders Switch (SBS) chromosome polymer model [16, 17, 21]. As general 
pipeline, detailed in the next Section, the SBS polymer model is trained on available bulk Hi-C data 
of the genomic region of interest by using a machine learning procedure [12]. Once inferred the 
optimal model for the chromosome region to study, we derive by molecular dynamics (MD) 
simulations a thermodynamics ensemble of single-molecule 3D conformations for that region [22]. 
Parallel strategies at this stage, e.g. by domain decomposition, are fundamental to efficiently manage 
MD simulations, since the running times increase with the size of the input data, deeply linked to the 
complexity of the simulated system [23]. In the last Section, as case study, we use the SBS model to 
predict the ensemble of single-molecule 3D structures of a 2.5 Mb DNA region in human HCT116 
cancer cells and we validate the theoretical predictions against the most recent super-resolution 
imaging dataset available to date in the literature [13, 24]. 
 

2. The computational pipeline of the SBS polymer model  
 
The SBS model is a coarse-grained polymer approach where a genomic region is represented as a 
Self-Avoiding Walk (SAW) polymer chain having different specific binding sites for cognate 
diffusing molecular binders. In our notation, each different type of site is schematized by using a 
different color and a specific attractive homotypic interaction is only permitted between same 
coloured polymer sites and cognate binders (Fig. 1a). A standard Langevin motion, numerically 
solved by an optimized Verlet integrator, produces the system dynamics with interaction potentials 
taken by classical polymer physics studies [21, 22, 25]. As dictated by polymer physics [26, 27], our 
polymer system undergoes a phase transition from a coil, i.e. randomly open, to a phase separated 
compact globular state as the binder concentration (or affinity strength) grows above a threshold 
point (Fig. 1b, left). MD simulations are performed using the free available LAMMPS software [28], 
which employs the Message Passing Interface (MPI) protocol and achieves parallelization by domain 
decomposition, namely by partitioning the simulation box into sub-domains assigned to different 
processors. Starting from an initial SAW conformation, the folding of the polymer chain into a final 
compact globular conformation requires many hours of running time, depending on the polymer 
length. In MD units, the time required to reach the thermodynamics transition point is roughly 105 
timesteps for a polymer made of nearly 800 sites (Fig. 1b, right). This number can easily grow upon 
increasing the system complexity, such as the total number of simulated particles, thus making 
crucial the role played by High-Performance-Computing (HPC) resources. Indeed, the computing 
resource for the model simulations have been provided by CRESCO/ENEAGRID High Performance 
Computing infrastructure and its staff [29]. All details about the model can be found in recent 
reviews [30–33].   
 
To derive the SBS model of a real genomic region or a whole chromosome, i.e. the optimal number 
of distinct types of binding sites and their arrangement along the polymer chain, we developed a 
machine learning procedure based on the PRISMR algorithm [12]. The algorithm takes as input a 
bulk pairwise contact matrix, e.g., Hi-C or GAM, of the investigated genomic region and returns as 
output the polymer model that best recapitulates the input data. PRISMR is based on a Simulated 
Annealing Monte Carlo that minimizes a cost function defined as the mean squared error function 
between the input and model-derived contact matrix. The cost function is also corrected by a 
Bayesian term in order to avoid overfitting. In our latest improved implementation [13], by adopting 
an approach standard to supervised learning, we split Hi-C data into a training set and a 
complementary test set. Our optimization procedure is then run on the training dataset to infer the 
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4. Conclusions 
 
We reviewed here a schematic polymer model for the large-scale genome spatial organization where 
specific contacts between distal DNA sites are established by diffusing Brownian molecular binders 
[16, 17]. We focused on the modelling of a 2.5 Mb DNA region in human HCT116 cells [13], 
showing that single-molecule predictions from the model are consistently validated against recent 
super-resolution imaging data [24], thus providing insights into the molecular mechanisms of 
genome folding at the single-cell level. To ensure such statistical robustness to model results, the 
simulated ensemble should contain at least thousand independent polymer conformations. 
Considering that the execution times increase as a power-law with the size of the input data [23], 
HPC is crucial, as well as a fast and efficient MD implementation based on appropriate parallel 
paradigms. Improving the efficiency and the fine details of the employed computational tools is a 
fundamental step to develop increasingly precise models of chromosome nuclear 3D organization. 
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ABSTRACT. We provide a first-principles investigation on Na adsorption and 
insertion at (101), (100) and (001) surfaces of TiO2 anatase as promising anode 
material for Na-ion batteries (NIB). The simple coverage of Na atoms on anatase 
surfaces is not a reliable model for representing ion-intercalation, whereas the Na 
migration into the lattice subsurface can explain the experimental evidence. We 
show that (001) termination is the most effective toward Na migration due to the 
peculiar structural features of the surface lattice window. 

 
1 Introduction 
 
The research carried out at University of Naples “Federico II” focused on the ab initio simulation of 
Na insertion at three different TiO2 anatase surfaces, i.e. (101), (100) and (001). Ion intercalation 
represents one of the main processes in a NIB device, thus understanding the detailed mechanism is 
crucial to boost the development of electrode materials that are expected to be good Na-hosts. TiO2 
anatase has been proposed as promising anode material for the overall balance of performance, 
stability and cost. As the exposed crystal facets in different morphologies of nanostructured anatase 
can affect the electrochemical performances, here we report a theoretical investigation of Na 
adsorption and migration through (101), (100) and (001) surface terminations, thus explaining the 
different activities toward sodiation reported in the literature [1]. 
 
2.1 Methods and Computational details 
 
Spin-polarized density functional theory (DFT)+U theory was employed to overcome the self-
interaction error that affects DFT when applied to transition metal oxides with tightly localized d-
electrons (Ueff=3.3eV for Ti atoms) [2]. We use the Perdew-Burke-Ernzerhof (PBE) exchange-
correlation functional, projector-augmented wave (PAW) potentials and plane wave (PW) basis sets, 
as implemented in the Vienna ab-initio simulation package (VASP) code. A kinetic energy of 600 eV 
was used to converge the PW basis set. We build up three 6L-slab models containing 24 f.u. (72 
atoms) and used 2×2×1 k-points sampling based on the Monkhorst-Pack scheme. Climbing image-
nudge elastic band (CI-NEB) has been employed to locate minimum energy paths (MEP) of Na 
migration and to compute the corresponding barrier heights [3]. The projected density of states 
(PDOS) are computed via single-point energy calculations at the HSE06 level of theory [4]. 
 
2.2 Results and Discussion 
 
We first model Na adsorption and insertion by performing the geometry optimization of one Na atom 
adsorbed on top of the pristine surfaces and then inserted in the subsurface layer, respectively. The 
corresponding energy variations for each surface have been calculated as follows: 
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             (1) 

           (2) 
 
where ENa(OUT) and ENa(IN) are the total energies of the optimized slabs with, respectively, one 
adsorbed and one inserted sodium atom, Eslab is the total energy of the clean surface and ENa is the 
total energy of metallic sodium (2-atoms cell), which is taken as reference. We also consider the 
distortion energy, i.e. the energy required to adapt the TiO2 lattice in the pristine surface structure to 
the one in the Na adsorbed state, that has been defined as: 
 

            (3) 
 
where Eslab

Na(OUT) and Eslab
slab are the energies of the slab at the geometry of Na adsorbed state and in 

its minimum-energy structure, respectively. The results are listed in Table 1.  
 
Table 1: Adsorption, Eads, insertion, Eins, and distortion, Edist, energies computed according to 
Equations 1, 2 and 3, respectively. Eins are compared to the TiO2 anatase bulk value. 

 Eads (eV) Eins (eV) Edist (eV) 
bulk  0.531  
(101) -1.120 0.266 0.577 
(100) -1.554 0.460 0.318 
(001) -0.801 0.364 0.726 

 
Insertion energies slightly differ for ~0.1 eV among each other and from the bulk reference value, 
while the large difference in adsorption energy can be explained through distortion effects: the 
smaller the distortion energy, the more favourable the adsorption process. Electronic structure 
analysis by PDOS in Figure 1 show that the adsorption of a Na atom leads to the reduction of Ti 
species and population of states at the edge of the TiO2 conduction band, which is consistent with the 
desired n-type conductivity for the NIB electrode. The simple Na coverage (i.e. adsorption) does not 
catch the enhanced efficiency of (001)-terminated nanoparticles (NPs) observed in experiments. For 
this reason, we provide a further investigation by taking into account the Na migration process. We 
consider the minimum-energy structures of Na-adsorbed (NaOUT) and Na-inserted (NaIN) systems as 
the initial and final equilibrium states, respectively, along the process coordinate, i.e. the migration 
path. We applied the CI-NEB method to compute the MEP between the two states of interest, NaOUT 
and NaIN, respectively. The results are shown in Figure 2. The energy barriers associated to both 
sodiation and desodiation processes can be determined as: 
 

            (4) 

            (5) 
where ENa(OUT), ENa(TS) and ENa(IN) are the total energies of the initial, transition, and final states, 
respectively, along the MEP. 
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Fig.1: PDOS for a) (101), b) (100) and c) (001) surfaces before (left) and after Na adsorption (right) 
at the HSE06 level of theory. Colour code: Ti d states (black), O p states (red), Na s states (blue, 
green and violet respectively for (101), (100) and (001) surfaces). 
 

 
Fig.2: MEP (top) and energetics (bottom) for Na migration through a) (101), b) (100) and c) (001) 
surfaces. Energy barriers for the in/out migration are computed according to Equation 4 and 5 and are 
reported to the right- and left-hand sides of the graph, respectively. 
 
In order to rationalize such trend, we focus on the structural features of the different surface 
terminations. The size of the lattice window at the transition state (NaTS) provides a direct measure of 
the steric hindrance that the migrating sodium encounters along its path. The lattice window is the 
area delimited by the Ti-O lattice and perpendicular to the path that the migrating sodium should 
cross in order to enter the TiO2 crystalline structure. The total area (A) of the lattice window can be 
calculated for each surface straightforwardly from two Ti-Ti distances. However, this descriptor does 
not capture the significant difference between the lowest barrier found in (001) and the two higher 
ones in (100) and (101), as it can be seen from Table 2. Indeed, the limiting factor in the sodium path 
is related to an effective lattice window delimited by the shortest Ti-Ti distance, thus defining the 
minimum accessible area, amin, which indirectly correlates to the migration barrier heights: smaller 
lattice windows in (101) and (100) surfaces result in higher barriers, while the (001) surface shows 
the largest lattice window and, thus, the lowest barrier. 
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Table 2: Total, Atot, and minimum accessible, amin, areas of the lattice windows and out migration 
energy, Emigr

OUT, computed according to Equation 4. 
 Atot (Å2) amin (Å2) EmigrOUT (eV) 
 NaOUT NaTS NaOUT NaTS  

(101) 11.4 12.3 8.7 9.6 2.641 
(100) 11.4 12.6 8.7 9.9 2.814 
(001) 15.2 14.9 15.1 14.8 1.463 

 
2.3 Conclusions 
 
The most favourable Na adsorption is found at the (100) termination, thanks to a convenient 
accommodation on the surface that does not perturb much the crystalline lattice. We find that 
charge/discharge processes in TiO2 anatase can effectively occur via Na-insertion mechanism and 
prove that the (001)-surface is the most active toward Na insertion thanks to its peculiar structural 
features: the large surface lattice window allows for an easy diffusion of the large Na+, thus 
supporting the experimental observation of high performances with TiO2 NPs exposing the (001) 
surface termination in NIBs. Analysis of MEPs demonstrates that the corresponding migration barrier 
heights depend only on structural modification of the lattice upon Na+ insertion, thus unveiling the 
key role of surface lattice windows. The identification of this structural description can be very useful 
for the rational design of novel high-performing materials with efficient Na uptake mechanism, 
particularly nanostructured oxide-based materials having promising Na-host characteristics. These 
results have been gathered in a paper that has been recently published on Nanoscale Advances [5]. 
The computing resources and the related technical support used for this work have been provided by 
CRESCO/ENEAGRID High Performance Computing infrastructure and its staff; CRESCO/ 
ENEAGRID High Performance Computing infrastructure is funded by ENEA, the Italian National 
Agency for New Technologies, Energy and Sustainable Economic Development and by Italian and 
European research programmes. See: http://www.cresco.enea.it/english for information [6]. 
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ABSTRACT.  Web Crawling and Data Analytics give access to Knowledge hidden in 
data extracted from web open sources (i.e. Internet, social network, electronic 
papers,  etc.), providing information, real-time feedback and updates about users. 
Among these web open sources, Social Media are virtual deposit of information, 
where you can extract User Knowledge. ENEA research focuses on external web 
data source (on-line news, social media platform, etc.). 
Social Media Analytics in ENEAGRID needs some preliminary considerations on 
Knowledge Extraction, enabling optimization of web crawling and data storage 
task. The question is twofold: (i) how open source information/data from different 
Social Media influences web crawling, data storage and analysis; (ii) how User’s 
cultural identity affects user knowledge in social media content and mirrors in 
social media usage. 
For their computational costs, these activities are performed in the ENEAGRID/ 
CRESCO infrastructure by using data & task parallelism. Social Media data are 
processed on a specific “Text Mining & Analytics” Platform, hosted in 
ENEAGRID environment, for the management of research process in Economic-
Social domains. This activity takes place within the ENEA research in: Parallel 
Text Mining, Web Crawling & Data Analytics of Social Big Data. 
Keywords: Social Media Analytics, Big Data from Open Sources in Socio-
Economic Sciences, Social Media Intelligence, Web Crawling, Parallel Text 
Mining. 

 
 

1 Introduction 
 
Social Media are virtual deposit of information where you can extract user knowledge (i.e. 
information, feedback and updates about users), finding user preferences, behavioural patterns, and 
trend topics over time. All these user data form User Knowledge, and can be accessed through Web 
Crawling and Data Analytics, getting an idea of real life scenarios. 
Big companies, small enterprises and research teams conduct analytic-driven business using large 
amounts of data on social media in order to identify significant information and transform it into new 
knowledge. For this reason there is a growing need to analyze social media data.  
This paper presents some considerations on Social Media Knowledge Extraction, with the goal of 
refining Data Analytics in ENEAGRID [5] and for an optimal allocation of the involved 
computational resources. Our considerations focus on: (i) how open source information/data from 
different Social Media influences web crawling, raw data storage and analysis; (ii) how User’s 
cultural identity affects user knowledge in social media content and is reflected in social media usage. 
 
. 
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2 Data Analytics of Social Big Data in ENEAGRID 
 
ENEA research focuses on external web data source (on-line news, social media platform, etc.). 
Text mining  task of social media data will be performed in the TM & Analytics Platform, thanks to 
the integration of Language Technologies in GRID environment for Parallel Text Mining of Large 
Corpora [1-2]. For their computational costs, these activities are performed in the ENEAGRID/ 
CRESCO infrastructure [5] by using data & task parallelism. 
 
2.1 ENEA Web Crawling & Data Storage 
Internet is the world’s largest data source and Web Crawling is the task of downloading a large 
amount of data from it. 
In 2019 ENEA Web crawling task in social media crawler focuses on contents from Twitter and 
Instagram in real case scenarios: in financial domain [6] and industry 4.0 - Fashion/ Luxury domain 
(forthcoming). In these application domains, crawling tasks are related to: (i) text crawling, mostly 
from tweets, and partially from Instagram (tag, captions, etc.); (ii) image crawling, mostly from 
Instagram and partially from Twitter. Integrated in HPC ENEAGRID/CRESCO infrastructure, 
ENEA created a collaborative Web Crawling Project in the TM & Analytics Platform and 
implemented  a social  media crawler, used to retrieve and analyze data from the Web [6]. 
Raw data storage from Social Media crawling is at the base of Web Crawling. This task will interest: 
textual data storage (mostly from Twitter), and image data storage (mostly from Instagram). 
 
2.2 Data Analysis 
Text Analytics moved from research centers to real-world institutions, such as brands, financial and 
banking institutions. Analysing the social media landscape, we selected Twitter and Instagram 
features, to study real-case scenario in marketing and financial domain. Text Mining and Knowledge 
Extraction from Social Media will be then applied to textual data & relationships: lexical and 
semantic tagging of  texts, hashtags, emoji, named entity, etc. 
   
 
3 Social Media Analytics in ENEAGRID: case-studies 
 
In this research Web crawling task in social media refers to contents from Twitter and Instagram in 
real case scenario: Industry 4.0, Fashion/Luxury [forthcoming] and in Financial domain [6].  
 
3.1 Industry 4.0 : Extracting Knowledge from Social Networks in Fashion domain 
Social media are increasingly being used as a customer service platform where User become 
Consumer and then potential Customers, asking for answers quickly and in real-time. Consumers 
established mobile shopping habit and 2019 was a booming year for social media shopping1. Social 
media platforms are becoming powerful tools for direct selling not just advertising. Social media 
shift from measuring user awareness to user engagement. They gather rich volumes of content, 
profile clients preferences, offer access to content tailored to client interests and location. In Fashion/ 
Luxury domain, Social media metrics are used to grow the brand, turn customer into advocates, drive 
leads and sales,  improve customer retention, etc. We started some analysis and research are still in 
progress;  results will be published in the Report of CRESCO Results 2020. 

                                                
1 State of Fashion 2019, McKinsey’s & Company - .  
https://www.mckinsey.com/~/media/McKinsey/Industries/Retail/Our%20Insights/The%20State%20of%20Fashion%202019%20A%20year
%20of%20awakening/The-State-of-Fashion-2019-final.ashx 
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3.2 Finance 4.0: Extracting Knowledge from Social Networks in Financial domain 
In 2009 Twitter modified its interface, so shifting to an informative function and modifying 
relationships inside the social network. The relevance of financial Twitter is recognized  as well as 
the positive relation between social and financial importance2 [7]. The impact of information from 
online data sources into the financial market is widely acknowledged by researchers and 
professionals, and there is also a huge consensus about Twitter specifically. 
Knowledge extraction in Twitter can be performed mostly by crawling tweets textual contents.  
ENEAGRID is equipped with a social media crawler downloading contents from Twitter. 
In the first exploratory analysis [6] the ICT-HPC Laboratory use for web crawling and data storage: 
(i) the ENEAGRID Computational Power with its High performance storage systems of 3 PB with 
backup for disaster recovery; (ii) and the Parallelization of crawling task with the use of parallel 
developer accounts, speeding up crawling tasks and minimizing the limitation imposed by Twitter 
Policy on the number of tweets downloaded per user. 
In the Financial Domain we started to analyze Twitter data related to the Cryptocurrency domain. In 
order to get a preliminary analysis on twitter data to be refined later, in this phase data were collected 
from Twitter and few tag words for search query were selected (i.e. digital coin denomination) 
without performing any previous semantic pre-analysis. We will use these first raw data in order to 
refine crawling strategy getting more value from knowledge extraction, i.e. selecting more tagwords 
or finding influencer twitter account. 
One of the feature distinguishing financial tweets from common user tweets is the presence of 
cashtags: the main Twitter sharing mechanism to track financial information. Cashtag is a blend of 
cash and hashtag and its use is growing as a mechanism to denote a financial theme in a tweet [4]. 
Hashtag allows people to follow topics they are interested in. Twitter’s own research into hashtags 
confirms that there is significant advantage to using them. Individuals can see a 100 percent increase 
in engagement by using hashtags and Brands can see a 50 percent increase. Furthermore, tweets with 
one or more hashtag are 55 percent more likely to be retweeted.  
Cashtag is a clickable term consisting in a short sequence of letters (and sometimes numbers), 
preceded by $ symbol. A cashtag can be a company ticker identifying uniquely a company in a 
specific stock market as well as a cryptocurrency (many of them use the dollar symbol $ followed by 
the acronym of the cryptocurrency to indicate that the tweet refers to it). Since 2012, Twitter 
incorporates cashtag as a mechanism to find and track tweets that address companies by their ticker 
in a specific stock market. However its usefulness has been deteriorated due to the interference and 
negative effect of homonimy cashtags of cryptocurrencies, becoming remarkably popular at late 2017. 
Also similarly to hashtags, Twitter supports tracking tweets that contain a specific cashtag. All of this 
turns cashtags into one of the most useful mechanisms to easily harvest financial information on 
Twitter. For these reasons, financial tweets needs to be analyzed with a specific attention to casthtag 
use and distribution over time. 
 
 
6 Conclusions 
 
This study leads to findings, able to refine and tuning crawling and data storage tasks in ENEAGRID, 
in order to extract Knowledge from Social Media Networks. 

The task of extracting knowledge has different aspects because there are different kind of knowledge: 
i.e. concrete vs abstract knowledge, general vs domain specific knowledge, etc. ([3] De Jong, 1996). 
Knowledge can be considered as formed and represented either by abstracts data, or by data & their 
                                                
2 It is acknowledged a positive correlation between stock capitalization (financial importance)  and mentions (social importance), meaning 
that high-capstocks are mentioned more frequently than low-capstocks. This positive relation has already leveraged for predicting 
stockprices. 
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relationships among data, or  by correlated data in the real-word (that is, data to act and/or to explain 
a behavior). All this knowledge is mirrored in Social Media Networks. Furthermore, there is not a 
unique Social Media Landscape but there are many, differing by country, by culture, by sphere of 
influence (political/commercial), by language, by application domain, by service integration in social 
platform3,  by mobile diffusion and uptake4, by user age and engagement. For each Social Media 
Landscape there is a different Social User behaviour, different usage of social features and a different 
User Knowledge to be extracted. Also the different nature of web sources (online news, websites, 
social media)  affects web crawling, data storage and text mining tasks. Studying  Knowledge 
Extraction from Web Sources, and in particular from Social Media Networks, we find that: (i) User 
cultural identity influences user knowledge extraction from social media content; (ii) for each Social 
Media Landscape, User shows a different Social Media behaviour and usage, leading to different 
User Knowledge to be extracted. For these reasons, Crawling tasks and raw Data Storage of Big Data 
from Social Networks need to diversify strategies, on the base of many elements (application domain, 
research purpose, data sources, user target/age/language/education/social status) as well as also the 
frequency (time: daily, weekly, monthly, quarterly, ecc.) and size (limitations imposed: by web 
sources policy, i.e. social media crawling policy of Twitter is 3% per day/per crawling; or by 
machine limitations (computational power required for crawling, data storage and analysis). 
Furthermore, evidences show that: cross-cultural differences mirrors on social media platforms 
design and use of social media features;  different domains (common vs. financial or fashion domain) 
shows different tweets structure and feature preferences, etc..; the role of users changes and is 
becoming more oriented to information sharing and to purchase. The consequent shift from User to 
Consumer/Customer Knowledge affects the extraction of knowledge from Social Media. 
Taking into considerations all this finding will enable a refinement of crawling and data storage tasks, 
optimizing the allocation of computational resources. 
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ABSTRACT.  Detailed neutronics analyses have been performed with MCNP5 
Monte Carlo code on HPC CRESCO cluster aimed at evaluating the divertor 
nuclear responses to provide inputs for thermo-hydraulic and thermo-mechanical 
analyses and to assess its shielding performances.  
A heterogeneous neutronics model of the last divertor design has been developed 
and integrated in the DEMO MCNP model with a Water Cooled Lithium Lead 
(WCLL) blanket. Neutron flux, nuclear heating, cumulated damage and helium 
production have been calculated in all divertor components as well as on the 
fixation systems, rails, in-vessel coil and vacuum vessel. 
 

 
 
 
1 Introduction 
 
 
In the framework of the work package ‘Divertor’ (WPDIV) within the EUROfusion Power 
Plant Physics and Technology (PPPT) program, detailed neutronics analyses have been 
performed aimed at evaluating the divertor nuclear responses to provide inputs for thermo-
hydraulic and thermo-mechanical analyses and to assess its shielding performances. An 
heterogeneous neutronics model of DEMO divertor has been developed and integrated in the 
DEMO MCNP model with a Water Cooled Lithium Lead (WCLL) blanket.  
Neutron flux, nuclear heating, cumulated damage and helium production have been 
calculated in all divertor components as well as on the fixation systems, rails, in-vessel coil 
and vacuum vessel with MCNP5v1.60 [1] code and JEFF 3.3 [2] nuclear data library on 
HPC CRESCO6 cluster [3]. 

 
 
 
2. DEMO MCNP model with full heterogeneous divertor 
 
The heterogeneous neutronics model divertor was developed on the basis of the CAD file of 
the last divertor design. The original CAD model was simplified and then converted into 
MCNP representation using SuperMC code [4]. The stand-alone model of the water-cooled 
Eurofer divertor cassette has been integrated in the reference 11.25° DEMO 2017 generic 
model with simplified representation of WCLL breeding blanket. Reflective boundary 
condition has been applied to simulate the full reactor.  The model is shown in Figure 1. 
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Fig.1: MCNP model of DEMO 2017 with integrated heterogeneous divertor model based on 2019 
design 

 
3 Nuclear analyses results 
 
The three-dimensional neutron and photon transport calculations were performed in parallel 
through MPI protocol on HPC CRESCO6 cluster. The results refer to simulations of 5x109 
source particles and have been normalized to 1998 MW of fusion power corresponding to 
7.09x1020 n/s.  
 The nuclear power loads in divertor components are reported in Table 1  
  

Table 1 – Nuclear power loads in divertor components for 1 and 48 cassettes 
 

Component Sub-Component  kW – 1 cassette MW-48 cassettes 
Total - 2779.1 133.40 
CB CB Eurofer 672.8 32.29 

CB Water 342.7 16.45 
IB_fixation 0.2 0.01 
OB_wishbone 0.7 0.03 

PFC Ist layer- W 99.6 4.78 
II layer-CuCrZr-water-W 184.8 8.87 
III layer W 55.4 2.66 
support Eurofer 26.6 1.28 

Liner I layer- W 65.4 3.14 
II layer -Eurofer 42.9 2.06 
Shield block Eurofer 707.2 33.95 
 coolant –Water 344.6 16.54 
support Eurofer 3.2 0.16 

160 



Reflector Plates Ist layer- W 18.9 0.91 
II layer-Eurofer 18.5 0.89 
Shield block Eurofer 56.5 2.71 
 coolant –Water 29.5 1.42 
support Eurofer 12.5 0.60 

Pipes Eurofer 47.2 2.27 
water  50.1 2.40 

 
About 133 MW of nuclear power is deposited on the divertor: 41.9% on the liner (56 MW), 
36.6% on the cassette body (32 MW on Eurofer and ~16 MW on water), 13,2% on the 
plasma facing components (17.6 MW) and 4.9% on reflector plates (6.5 MW), the rest on the 
cooling pipes (5.5 MW).  
The neutron flux and  nuclear heating density maps in the middle of the lateral cassette are 
shown in figure 2. 
 

 
 

 
Fig.2: Neutron flux (n/cm2/s) (left) and Nuclear heating density (W/cm3) (right) maps in the middle 

of lateral cassette 
 
The neutron flux in divertor components ranges from ~2.5x1014 n/cm2/s in the plasma facing 
components (PFC) to 3x1011 n/cm2/s in inboard cassette body close to the attachment. A 
significant streaming from blanket –divertor gaps and pumping duct is observed.  
The maximum nuclear heating densities are in the liner: 22.4 W/cm3 on the first W layer and 
7.7 W/cm3 on Eurofer; the maximum values in the inboard and outboard supports which are 
not actively cooled are 0.035 and 0.1 W/cm3, respectively. In particular, regarding the 
outboard support, the peak refers to the Inconel pin, whereas the maximum in Ti-6Al-4V 
wishbone is 0.08 W/cm3 and the average value is 0.028 W/cm3. The maximum nuclear 
heating density in the VV is 0.16 mW/cm3, below the target value of 0.3-0.5 W/cm³. The 
following thermo-hydraulic analyses have shown that the nuclear heating level are 
acceptable to keep them maximum temperature in Eurofer components below the limit 
(550°C). 
The He-production and damage in Eurofer per Full-Power Year (FPY) in the middle of 
lateral cassette are shown in figure 3.  The maximum He-production is 93.6 appm/FPY in the 
second layer of the liner. The cut and re-welding of the pipes is feasible only outside the 0.16 
appm contour (zones protected by blanket modules) corresponding to the re-weldability limit 
of 1 appm over 6 FPY (i.e. DEMO lifetime). 
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 The damage in dpa varies in the range 0.01 - 5 dpa/FPY. The cumulated damage exceeds 
the limit of 6 dpa over 1.5 FPY, i.e. target lifetime of the divertor cassette, on the top of the 
liner and in the PFC support in baffle region (maximum cumulated value 7.4 dpa in liner).  
The level of cumulated damage on the vacuum vessel over 6 FPY  is mostly lower than 0.33 
dpa except for a small hotspot of 1 dpa after 6 FPY below the pumping duct, thus the present 
design fulfils the 2.75 dpa limit on the vacuum vessel stainless steel. 
 
 

 
 

 
Fig.3: Maps of He-production (appm/FPY) (let) and damage (dpa/FPY) (right) in Eurofer in the 

middle of lateral cassette 
 
The results of the neutronics analyses, reported in detail in [5],  showed the validity of the 
present shielding functions of the present liner design to protect the vacuum vessel. 
However, the damage in Eurofer exceeds the design limit and further design optimization 
and studies are needed, otherwise the cassette lifetime should be limited to 1.2 FPY. 
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ABSTRACT.  Licensing of Radioactive Waste Storage Facilities requires accurate 
evaluations about the radiological exposure conditions for workers and public. 
Both ‘Normal’ and ‘Accidental’ scenarios have to be evaluated and Radiation 
Protection Experts can adopt different calculation tools to accomplish their tasks. 
In this framework, Monte Carlo simulation codes for radiation transport play a 
significant role but they require High Parallel Computing when Storage Facilities 
with thousands of ‘Radioactive Waste Packages’ are taken into account. The paper 
shows a case study with more than 20000 drums stored at a Temporary Storage 
Facility with dimensions in tens of meters: the comprehensive evaluation for 
photon external irradiation exposure for workers and public has required about 
45000 hours for calculations, reduced to 90 hours –in effective time– thanks to the 
multi-processing on CRESCO High Parallel Computing Resources. 

 
1 Introduction 
 
Monte Carlo techniques are widely used in the field of radiation transport simulation in media. They 
can be used: i) as ‘direct techniques’ to study photons, neutrons, electrons, etc., paths  in media 
within a specified geometry; ii) as ‘indirect techniques’ to run sensitivity and uncertainty calculations 
about critical parameters in complex systems modelling. 
Some examples are given in [1][2][3] where Monte Carlo radiation transport codes are used to 
address shielding calculations, as to estimate dose-rates to exposed workers and public, e.g. for 
transportation to, placement, rearrangement or removal of radioactive waste packages at the storage 
site. The MCNP (Monte Carlo N-Particle) code [4] is one of the most widespread and used in the 
field. 
On the other hand, Monte Carlo techniques are used in radioactive contamination transport through 
media [5][6][7]: advection and diffusion equations (e.g. through engineered barriers, aquifers, ground 
soils, air, etc.) take advantages of Monte Carlo sampling to treat uncertainty in the ‘most sensitive’ 
parameters of mathematical models used, each parameter given as a distribution of values instead of 
a single and unique value. Currently, AMBER [8] and GOLDSIM [9] codes belong to the state-of-
the-art of the field. 
Whatever the usages of Monte Carlo techniques, the examples given before are showing that those 
applications require large use of High Parallel Computing (HPC) resources as to reduce the time 
needed to reach statistically significant results in searched quantities, e.g. the effective dose-rate at a 
certain position, or the concentration of a radionuclide dispersed within the volume of air or water of 
interest. 
Calculation time can significantly increase in the following cases: i) the smaller is the resolution to be 
achieved (e.g. at a certain position, a photon flux is searched as a discretization in several energy 
channels, instead of the same quantity integrated in energy); ii) the larger are the physical and 
geometrical dimensions of the calculation to be solved (e.g. a photon flux to be determined 10 m 
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away from the radioactive source, instead of a photon flux to be determined 1 m away from the 
radioactive source). 
The paper herein shows a case study in which a Temporary Radioactive Waste Storage Facility with 
more than 20000 drums is modelled within the MCNP code. The main goal of the calculation was the 
determination of radiological exposure conditions at the ‘Normal Operation’ scenario, when the 
photon external irradiation of people in acknowledged as the unique exposure pathway. The 
comprehensive evaluation has required about 45000 hours for calculations, reduced to 90 hours –in 
effective time– thanks to the multi-processing on CRESCO High Parallel Computing Resources. The 
computing resources and the related technical support used for this work have been provided by 
CRESCO/ENEAGRID High Performance Computing infrastructure and its staff [10]. 
CRESCO/ENEAGRID High Performance Computing infrastructure is funded by ENEA, the Italian 
National Agency for New Technologies, Energy and Sustainable Economic Development and by 
Italian and European research programmes, see http://www.cresco.enea.it/english for information. 
 
2 Methodology 
 
Currently, the most efficient method to simulate the radiation transport in media through complex 
(many volumes or “cells”, several radioactive sources, and different materials) and large (few 
centimetres to hundreds of meters) geometries is the Monte Carlo simulation.  
By this approach, a lot of ‘histories’ of the particle of interest are run, in order to reproduce, into a 
virtual world, all the possible paths travelled by the radiation, by means of random samplings from 
all the probability density functions ruling physical phenomena. Very complex geometries can be 
built, and very accurate results can be produced if all the elements important to the transport of the 
analysed radiation are described into the model; moreover, an adequate computational power should 
be available for running a statistical significant number of histories. For this work, the MCNPX 
(Monte Carlo N-Particle eXtended) code has been used, in its version MCNPX 2.7.0. 
The horizontal cross-section of the Temporary Storage Facility here studied is measuring 80 m times 
30 m, and the building is 10 m tall; the facility is hosting about 20000 Waste Packages, as sketched 
in Figure 1.  
The radioactive inventory of radionuclides contained within the Waste Packages is distributed 
keeping the most ‘harmful’ radionuclides (higher activity concentration, gamma emitters with photon 
emission in several hundreds of keV; radionuclides with half-life in the order of decades of years, 
etc.) at the centre of the facility, using radiologically ‘safer’ Waste Packages at the edges of the 
facility, as a shielding medium. 
To simplify the modelling, all Waste Packages are assumed to be in 220-liters-drum geometry with a 
waste matrix weight composition in H~22%, C~14%, N~1%, O~18%, Si~7%, Cr~7%, Fe~28%, 
Ni~3%, constant for all Waste Packages. The apparent density chosen for Waste Matrix is 0.3 g cm-3. 
The radioactive content is supposed to be homogeneously dispersed within the Waste Matrix. 
Building walls are modelled as a 30-cm-thick slabs made of concrete with an apparent density 
corresponding to 0.8 g cm-3. 
Several tens of dose-rate evaluation points are set all around the building and outside the fence of the 
site. Dose rate evaluation points are exploiting the MCNP ‘point detector’ tally [4] modified with a 
dose conversion function taken from the ICRP-116 [11], Table A.1, using the Antero-Posterior (AP) 
irradiation geometry for people. Evaluation points at the wall are taken 30 cm away from the wall, 
the height from the floor is 150 cm; points outside the fence of the site are taken about 20 m away 
from the building walls. 
External irradiation dose rates from photons are calculated at each point. Occupancy of exposed 
workers and public are evaluated. Radiological exposure ‘target’ values are set to be compliant with 
constraints from the Regulation in force at the moment of this work, the Italian D. Lgs. 230/1995, 
now superseded by the Italian D. Lgs. 101/2020 in force from August 27th on. 
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Figure 1 – The Temporary Storage Facility for Radioactive Waste Packages here studied. The 

horizontal cross-section of the facility here shown is measuring 80 m times 30 m, and the building is 
10 m tall. Colour maps is referring to the radiological ‘hazard’ of Waste Packages: from red to green, 

being red the most active packages. 
 
3 Results and Discussion 
 
Having set radiological constraints for exposed workers and public, the MCNP model of the 
Temporary Storage Facility here studied has been used to optimize the total radiological inventory of 
the facility by: 

1. calculating the maximum radiological inventory allowed; 
2. choosing the best placement and facility filling strategy; 
3. verifying the compliance with the radiological constraints due to Regulation; 
4. optimizing the radiological exposure of workers involved and public. 

 
Activity of the radionuclides in the total inventory contained in Waste Packages are ranging from 
tens of TBq for ‘safer’ items (green ones in Figure 1) to hundreds of MBq for the most ‘harmful’ 
items (red ones in Figure 1). Yellow items are in between; blue ones are sealed high activity sources.  
The comprehensive evaluation has required about 45000 hours for calculations, reduced to 90 hours 
–in effective time– thanks to the multi-processing on CRESCO High Parallel Computing Resources. 
The whole study has requested about two months due to: i) preparation of several MCNP input model 
to study each inventory (‘green’, ‘yellow’, ‘red’, ‘blue’ ones in Figure 1) vs. dose-rate points and 
determine separated contributions; ii) waiting time due to queues on the CRESCO4 System due to 
the high number of nodes requested; iii) analyse MCNP output files as to retrieve the information 
searched for; iv) repeat the whole process as to obtain the radiological inventory vs. exposure 
optimization searched for. 
At the final stage of the optimization process, effective dose-rates at the evaluation points are 
showing values ranging from 1 to 3 µSv a-1; only in two points (closer to the most active Radioactive 
Waste Packages, the ‘red’ ones) are showing larger values, 5 µSv a-1 and 7 µSv a-1. Each point is 
inherently without radiological significance. Thanks to the Computing Resources from CRESCO and 
the large number of ‘histories’ run, Monte Carlo uncertainties in obtained values are < 0.1%. 
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The evaluation carried out is taking care of external irradiation from photons only, such pathway 
acknowledged as the only one happening in ‘Normal Operation’ conditions of the Temporary Storage 
Facility here studied. A comprehensive evaluation of the exposure need to take care of other 
pathways also (i.e. dispersion of radionuclide and contamination of workers and public, etc.) e.g. due 
to ‘Accidental Events’ such as rupture of a Waste Package, fire, flooding, etc. 
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ABSTRACT.  The aim of this work is to study the impact of a particular magnetic 
geometry,   ” Two Null Nearby Divertor” (TNND) on the transport of particles and 
energy in the SOL to the Tokamak EAST. Experimental machine for the study of 
fusion plasma, located in Hefei, China. The standard single-null magnetic 
configuration is perturbed, through another secondary null placed outside the 
divertor walls. The main effect is the reduction of the poloidal magnetic field Bp 
near the wall, which makes the field lines diverge. This maximizes the dissipative 
processes where Bp is lower, obtaining the detachment condition for lower puffing 
and equator density. This particular phase is characterized by a strong reduction in 
the flow of heat and ions to the wall. This analysis was carried out with a tool for 
modeling the physics of the SOL, EMC3-EIRENE. It is necessary not only because 
the diagnostics are not sufficient on their own to interpret the experiments, 
but also to carry out a predictive study to optimize them. 

 
 

1 Introduction 
 
Nuclear fusion could be the solution for the current dependency on fossil fuels and the most 
scientifically and technologically advanced concept with which to achieve fusion in a controlled 
environment is the divertor tokamak. It's a magnetic confinement device and will be the configuration 
for the next step experimental international fusion machine, ITER [1]. In the divertor tokamak a region 
of closed field lines, the confinement region, and one of open field lines, the Scrape Off Layer (SOL) 
exist. In the confinement region field lines lie on closed surfaces, whereas in the SOL the field lines 
intersect with target plates located in the divertor. Energy and particles which diffuse from the 
confinement region into the SOL are guided along the field towards these target plates. One of the key 
problems of fusion research is to limit the peak heat loads on the target plates. If no energy is dissipated 
on the way to the targets the power flux density would exceed 100#$ %!⁄  in future divertor tokamaks 
and it is currently estimated that the steady state heat flux has to be limited to 5 − 10#$ %!⁄  in order 
to guarantee a sufficiently long material lifetime. The magnetic configuration XD [2] or ‘Two Null 
nearby divertor’ (TNND) [3], is created by inducing a secondary X-point outside the divertor region, 
downstream of the main X- point, with the beneficial effect of increase the field line lengths, connection 
length, and the distance between the flux surfaces, the poloidal flux expansion, from the core X-point 
to the wall. This positive gradient in flux expansion toward the target is called poloidal flaring, for the 
divergent character of the field lines. These reduce the peak power flux and the temperature at the strike 
points. This work studies the impact of the distance of the second null on the power deposited on the 
divertor plate at EAST [4] tokamak and the detachment threshold, a regime characterized by low target 
heat and ionized particle fluxes, and low plasma temperatures at the walls. The study is conducted with 
EMC3-EIRENE [5], a 3D edge plasma transport modelling tool developed to study helical devices, 
but recently it has been adapted to tokamak also.  The computing resources and the related technical 
support used for this work have been provided by CRESCO/ENEAGRID High Performance 
Computing infrastructure and its staff [6]. CRESCO/ENEAGRID High Performance Computing 
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The plot depicts that there is a clear correlation between the starting of detachment and distance               
between two nulls. This is caused probably by both the energy lost with neutral-plasma interaction,              
as shown in table 2 and both geometrical effects. The first two cases are very similar instead the third 
cases arrive at ∼ 35% of power lost with neutral interaction. 
 
 
Table 2: Integrated power arriving to both targets, normalized to the total input power Pin, fraction of power 
transferred to the neutral particles (charge exchange and elastic collisions) and power fraction                                      
leaving the computational domain radially according to EMC3-Eirene simulations for the two discharges. 
 

 4567	!!,79: = 0.47"#*$% #81562 #TNND1 #TNND2 

Ptargets (%) 
Neutrals (%) 
Boundary (%) 

89.02 
7.73 
3.26 

86.86 
8.16 
4.97 

83.77 
14.83 
1.41 

4567	!!,79: = 0.87"#*$% #81562 #TNND1 #TNND2 

Ptargets (%) 
Neutrals (%) 
Boundary (%) 

83.98 
14.97 
1.05 

83.84 
14.47 
1.69 

74.31 
16.66 
8.82 

4567	!!,79: = 1.57"#*$% #81562 #TNND1 #TNND2 

Ptargets (%) 
Neutrals (%) 
Boundary (%) 

72.95 
18.38 
8.63 

65.79 
22.29 
11.84 

53.56 
35.30 
11.10 

 

 
 

References 
 
[1] ITER tokamak, “https://www.iter.org” 
 
[2] Kotschenreuther M., “X-divertor,” 2004. 
 
[3] G. Calabrò, “EAST Alternative Magnetic Configurations: Modelling and First Experiments,” 
in IAEA, 2014. 
 
[4] EAST tokamak, “http://english.ipp.cas.cn/rh/east/” 
 
[5] Y. Feng, “Recent improvements in the emc3-eirene code,” Contrib. Plasma Phys., 
vol. 54, no. 4-6, pp. 426–431, 2014. 
 
[6] F. Iannone et al., "CRESCO ENEA HPC clusters: a working example of a multifabric GPFS Spec-
trum Scale layout," 2019 International Conference on High Performance Computing & Simulation 
(HPCS), Dublin, Ireland, 2019, pp. 1051-1052, doi: 10.1109/HPCS48598.2019.9188135. 
 
[7] G. Calabrò, “Developing steady state elm-absent h-mode scenarios with advanced divertor 
configuration in east tokamak,” in IAEA, 2018. 
 
[8] P. Stangeby, The Plasma Boundary of Magnetic Fusion devices, 2000. 

170 



SIMULATION OF ELECTRICAL AND THERMAL PROPERTIES OF 
CARBON NANOTUBES AT NANOSCALE 

  
Y. Zhao1*, G. Donati2, A. De Nicola2 , A. Pizzirusso2 , G. Munao2, S. Caputo2 , G. Milano2,3 

 
1  Dalian Minzu University, Institute of Nano-Photonics, School of Physics and Materials Engineering, 116600, 

Dalian, China. 
 

2  Salerno University, Department of Chemistry and Biology “Adolfo Zambelli”, 84084, Via Giovanni Paolo II, 
132, Fisciano (SA), Italy. 

 
3 Department of Organic Materials Science, Yamagata University 4-3-16 Jonan Yonezawa, Yamagata-ken 992 

8510, Japan 
 
 

ABSTRACT.  A huge scientific and technological interest is continuously growing 
for the so-called smart materials. This classification includes composite materials 
made of a polymer matrix (such as a resin) and a filler whose electrical and 
thermal properties are of key importance, and carbon nanotubes  (CNTs) are 
among the possible fillers (beside graphite, carbon fibers etc.).  When such filler is 
added to polymer matrices, it makes them conductive once they overcome a 
specific (so-called percolative) concentration. Once they are conductive, Joule 
effect (heat generated because of the current flow) and piezoresistivity (change of 
resistance after application of external stress or strain), are important features that 
characterize these materials and that can be employed for self-deicing or self-
curing (Joule effect), i.e the material is able to detect and react to its own 
condition, or for self-sensing (piezoresistivity), i.e. the material detects if an 
external stress is applied by changing its resistance. For these reasons they are 
called smart. 
 
We simulate the self-assembly processes of carbon nanotubes dispersed in linear 
polymer or monomer phase using a hybrid particle-field molecular dynamics 
technique (MD-SCF). This efficient computational approach allows to simulate 
large- scale systems (up to ∼1 500 000 particles) of flexible rod-like particles in 
different matrices on the millisecond time scale. It is indeed very important to 
catch the impact of different morphologies on the electrical properties and how 
these affect the performances of the system. The equilibrium morphologies are in 
good agreement with those proposed by several experimental studies that 
hypothesized a two level “multiscale” organization of CNT assemblies. We have 
successfully modelled Joule effect on the nanoscale, simulating the heat generation 
due to the conductive filler and the diffusion of the produced heat. Our studies are 
focused on the understanding of the effect of the applied voltage, the morphology 
and the filler concentration, with the final aim to help understanding which are the 
limits of these materials and how to improve their performances. Interesting results 
are found also on piezoresistivity. 

 
1 Introduction  
 
Theoretical-computational modelling represents nowadays an established crucial approach to help in 
understanding experimental results, giving the molecular picture necessary to interpret the 
phenomena under study in chemical field. In-silico experiments are very important to make 
previsions  on processes under study thanks to the capability to model a system and/or a process 
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before actually perform it in practice, however there are often limits in the size and timescales that 
can be simulated.  
Composite materials are showing a huge interest in the scientific and technological community 
because of their unique electrical and thermal properties, and can be employed in many different 
technological and industrial fields from automotive to aeronautics to civil engineering. In particular, 
carbon nanotube/polymer nanocomposites have received attention from the scientific and 
technological point of view since CNTs were first observed by Iijima[1] in 1991. Once the CNT 
concentration overcomes a specific threshold (percolation threshold), a continuous conductive 
network of CNTs is formed and the material becomes conductive. This critical concentration depends 
on several aspects, among which the nature of the filler itself, the CNTs length, the aspect ratio, the 
polymer nature, the alignment of the CNTs, the composite processing methods. These conductive 
materials give rise to Joule effect due to the current flow and also show a piezoresistive behavior 
when an external stress is applied. These are the features allowing these materials to be called smart 
since these can be employed as self-responsive materials.  
In this project an efficient Molecular Dynamics (MD) simulation scheme, based on hybrid particle- 
field representation called Molecular Dynamics-Self Consistent Field (MD-SCF)[2] is employed. We 
investigate the percolation threshold and electrical conductivity of nanocomposites in homopolymer  
matrices using parallel hybrid particle-field MD-SCF simulations[3]. Self-assembly processes of 
flexible rod-like particles (mimicking CNTs) dispersed in polymer phases have been examined at 
different concentrations near percolation. The obtained CNT morphologies have then been used to 
calculate the conductivity behavior using a resistor network approach.[4]  
We deeply investigate such morphologies to catch the dependence from them of Joule heating 
efficiency. We also investigate concentration and applied voltage impact on it. The optimization of 
the Joule heating power performances is very important since it has to be a compromise between the 
optimal working conditions and the limits imposed by the practical applications such as maximum 
applicable voltage or maximum amount of CNTs in the polymer matrix without altering the 
mechanical properties.  We performed several MD simulations to investigate the importance of 
assembled vs. random CNT conformations, showing that an optimized morphology can increase the 
Joule heat produced. We also evaluate piezoresistive behavior on different morphologies. 
 
2 Methods and Results 
 
The computing resources and the related technical support used for this work have been provided by 
CRESCO/ENEAGRID High Performance Computing infrastructure and its staff[5]. 
CRESCO/ENEAGRID High Performance Computing infrastructure is funded by ENEA, the Italian 
National Agency for New Technologies, Energy and Sustainable Economic Development and by 
Italian and European research programmes, see http://www.cresco.enea.it/english for information. 
The simulation  of CNTs enforced polymer matrices at the nanoscale is computationally expensive 
for both the sizescale (> 100 nm) and the timescale necessary to simulate the assembly process of the 
CNTs. For this reason we employed the hybrid MD-SCF approach, based on the evaluation of the 
non-bonded force and its potential between atoms of different molecules by the evaluation of an 
external potential dependent on the local density at position r. According to the  SCF theory, a many-
body problem such as molecular motion can be reduced to a problem of deriving the partition 
function of a single molecule with an external potential V(r). Then, the nonbonded force between 
atoms of different molecules can be obtained from a suitable expression of V(r) and its derivatives. 
In the framework of SCF theory, a molecule is regarded to be interacting with the surrounding 
molecules through a mean field, rather than direct interactions among the molecules. Assuming that 
the density dependent interaction potential W, where each species is specified by the index K, takes 
the following form: 
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where φK(r) is the coarse-grained density of species K at position r and χKK′ are the mean 
field parameters for the interaction of a particle of type K with the density fields due to 
particles of type K′, it can be shown using the so-called saddle point approximation that the 
external potential is given by: 

All simulations (MD-SCF) reported in the present work have been performed using the 
parallelized version of the OCCAM MD code.[6] The system is composed by an insulator part 
(polymer matrix) and conductive part (CNTs). 

Figure 1 – schematic picture of a configuration of assembled CNTs (purple) in a polymer matrix 
(green). 

The calculation of the CNT resistor network conductivity has been performed by explicitly 
calculating the resistance contributions coming from both the direct contacts among CNTs (intrinsic 
resistance) and the one coming from the electrons tunneling (contact resistance) among CNTs closer 
than a threshold distance under which the electron hopping is possible. In this way we know when 
the material becomes conductive and can start modelling the Joule heating power: 

P=I2R 

where R is the local resistance and I is the current intensity. 
We propose a modelling strategy to simulate the Joule effect and its heat diffusion at the nanoscale 
for the first time for these systems.[7] We locally employ the percolation law to evaluate local 
resistance (depending on local CNT concentration) and by employing the Joule heating power 
(shown before), we evaluate local temperature. 
These temperatures are added to the resolution of the heat diffusion equation solved numerically by 
using the finite difference method approximation: 
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this equation is solved on a grid (in which the explicit system is translated), where the information on 
the CNT local concentration is kept. In the equation, D is the thermal diffusivity, the subscript is 
referred to the grid elements, ∆ra is the grid spacing in a direction.  
We can follow the temporal evolution of the temperature of the system during the time and from it 
we calculate the heating rate (Celsius/s) to evaluate the performance of the system, the dependence 
on the applied voltage, concentration and morphology. 
In Figure 2 the heating rate is shown as function of the concentration at different voltages: the 
discrepancy due to the CNT content increases with the applied voltage. Moreover, more heat is 
generated with a larger CNT content.  
 

 
Figure 2 – heating rate as function of CNT concentration for different applied voltages. 

 
We also observed that assembled morphologies are more performing than random ones since 
CNT networks are optimized and give rise to larger heating rates.[7] 
We also successfully compare our simulated heating rates with experimental ones obtaining 
a very good agreement.  
In Table 1 we show the comparison with experimental results: a good agreement is found, moreover 
the effect of the morphology is also shown: higher heating rates are found with assembled 
morphologies compared to randomly dispersed CNTs.  
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Table 1 – calculated heating rates compared to experimental ones. 

 
In Figure 3 we show the change of electrical resistance due to applied strain (compression or 
elongation). In agreement with experimental trends, larger discrepancies are observed for 
CNT concentrations close to the percolation threshold.[11] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 – piezoresistive behavior as function of applied elongation or comprassion for different 
CNT concentrations. 
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ABSTRACT.  We present a study based on first principles calculations of the 
electronic properties of the MeMnO2 base crystal (with Me = Li or Na). The 
formation energies were evaluated, and the energy of the valence and conduction 
electronic bands of the base crystal were determined, in order to identify the 
phenomena underlying the electron transport within the material. The final goal is 
to use these crystals as cathode material for rechargeable sodium or lithium 
batteries. 

 
 
 
1 Introduction 
 
In the last years, the research to replace the widespread Lithium batteries (LIBs) by sodium-ion 
batteries (NIBs) has received more and more attention, mainly because the limited Li availability 
makes it difficult to meet the forecast growth in market demand. In contrast, Na is widely distributed 
around the world and is inexpensive, making NIBs a promising alternative for LIBs. Sodium-ions 
batteries are rechargeable batteries analogue to the more known and nowadays worldwide used 
Lithium-ions batteries. In both devices, the cathode is a solid state material containing the alkaline 
ions, the anode is a solid state material not necessarily containing the alkaline ions, and the 
electrolyte is a solution containing the alkaline ions. Similar to all lithium-ion cathodes, sodium-ion 
cathodes also store sodium via intercalation reaction mechanism. Owing to their high operating 
potentials and high capacities, cathodes based on sodium transition metal oxides have received 
increasing interest.  

In this report we analyze the structure and electronic properties of the basic P2-NaMnO2 crystals 
(hereinafter also referred to as P2-Na) and T2-Li0.67Ni0.33Mn0.67O2 (T2-Li) with calculations based on 
the density functional theory (DFT ). The article by Prosini and coauthors [1] showed that the 
cathode of the sodium battery with formula NaLi0.2Ni0.25Mn0.75Oδ (δ≈2) which crystallizes according 
to the hexagonal structure P2, is able to reversibly cycle sodium ion. The aim of this study is to 
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characterize the base crystal of the cathode group of the sodium batteries. Comparison with a similar 
material containing Li ion allows to determine the differences in performance between sodium and 
lithium batteries. The calculations were performed on the CRESCO6 computing cluster of ENEA's 
ENEAGRID computing infrastructure. The energies of formation of the crystals are calculated to 
evaluate their stability, and the energy of the electronic valence and conduction bands of the base 
crystal has been determined in order to identify the phenomena underlying the electron transport 
within the material. In fact, the presence of conduction bands near the Fermi level facilitates the 
electrons transfer within the material by lowering the electrical resistance, and therefore improves the 
electrochemical performance of the material. In our calculations we take into account the magnetism 
of the material to identify the electronic configurations with the lowest energy, and therefore the most 
stable ones. This information will be used in the near future research to evaluate how small amounts 
of dopants etheroatoms (such as Ti, Zn and Cu) can influence the electronic structure of the base 
crystal. 

 
2 Results and Discussion 
 
Calculations were performed within Density Functional Theory (DFT) [2,3] using the Quantum 
Espresso software [4]. The exchange-correlation was approximated with the functional GGA PBE 
[5]. Van der Waals interactions are included through the empirical correction of GRIMME [6]. 
 
2.1 T2 Li0.67Ni0.33Mn0.67O2 as cathode material for lithium batteries 
 
The geometry of the primitive cell of Li0.67Ni0.33Mn0.67O2 was obtained following the indications of 
Paulsen et al. [7] based on the results of X-ray diffraction measurements. The cell has T2 symmetry, 
contains 44 atoms (24 O, 8 Mn, 4 Ni, 8 Li) and is shown in Figure 1. Each Lithium atom is bonded to 
4 oxygens, with a bond distance of approximately dLi − O = 2.4 Å. The Lithium ions are interposed 
between the metal planes (Ni or Mn) which are about 5 Å apart. Two ferromagnetic configurations 
were obtained, almost with the same geometry but with the spins ordered differently, as can be seen 
in Figure 2.  
 
 

 
 

Fig.1: Sticks and balls representation of the unit cell of Li0.67Ni0.33Mn0.67O2 (T2-Li). 
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Fig.2: Top view of the atomic configuration and the spin magnetic moments of the unit cell of 
Li0.67Ni0.33Mn0.67O2 (T2-Li) in the two found ferromagnetic configurations. For sake of clarity, the 
spin magnetic moments lower than 0.1 µB are not shown such as those of O (0.03 µB) and Li 
(0.002 µB) atoms. 
The formation energy was calculated from the difference between the total energy of the cell and 
that of its constituents, taken in the stable form at room temperature. The formation energy per 
atom of the T2-Li cell is equal to -1.9 eV /atom. Being negative, the crystal is stable. 
The band structure of the T2-Li crystal is shown in Figure 3. Both phases have an energy gap 
between full and empty bands. The predicted energy gap with the PBE exchange-correlation is 0.85 
eV in the FM type 1 phase and 0.9 eV in the FM type 2 phase. The presence of partially occupied 
conduction bands is generally important for electrochemical performance. Indeed the presence of 
conduction bands close to the Fermi level facilitates electronic transfer within the material by 
lowering the electrical resistance. The presence of the gap indicates that the material is 
semiconductor. The low dispersion of the conduction bands close to the Fermi level, which 
therefore appear to be rather flat, indicates however a not small electrical resistance of the crystal. 
In fact, wide dispersion bands are connected to good conductive properties, and vice versa low 
dispersion bands imply low electrical conduction. 

 

 
Fig.3: Electronic structures of Li0.67Ni0.33Mn0.67O2  (T2-Li) in FM phases of type 1 (left panel) 
and 2 (right panel). Black bands correspond to spin up, red bands correspond to spin down. 
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2.1 P2-NaMnO2 as cathode material for sodium batteries 
 
The P2 phase of the MnNaO2 (or P2-Na) structure as determined by X-ray diffraction by Paulsen and 
co-authors was taken as a preliminary model [7]. The structure consists of 8 overlapping hexagonal 
layers, as can be seen in Figure 4 and as described in Ref. [8]. Both the ferromagnetic (FM) and anti-
ferromagnetic (AF) configurations obtained by placing the spin magnetic moments of the non-
coplanar manganese atoms in the opposite direction were considered. The distance between the metal 
layers (Mn) is 5.414 Å in the ferromagnetic phase and 5.415 Å in the anti-ferromagnetic one. The 
fact that the non-coplanar Mn atoms are quite distant from each other and are interposed with 3 
atomic layers of different species means that the difference in total energy between the ferromagnetic 
and antiferromagnetic phase is relatively low: the total energy of the FM configuration is lower than 
1 meV / atom. It will be subject of research to find out whether the structure remains ferromagnetic 
even at lower concentrations of Na. The formation energy per atom of the P2-Na cell is equal to -1.7 
eV / atom, so the crystal is stable. 
We show the band structure (both FM and AF) in Figure 5. The analysis of the states of the lower 
energy phase (FM), not shown here, highlights that ferromagnetism is mainly induced by Mn atoms, 
and to a lesser extent by O atoms. This is in agreement with the atomic spin magnetic moments. The 
system is metallic in that it has partially occupied conduction bands. From PDOS it can be inferred 
that these bands are associated with Mn-3d and O-2p states in strong hybridization between them. 
The metallic character of the P2-Na crystal is important for electrochemical performance. In fact, the 
presence of conduction bands close to the Fermi level facilitates electronic transfer within the 
material by lowering the electrical resistance. For P2-Na a ferromagnetic state with a total 
magnetization of 8.0 µB / cell was found. 
 
 

 
 

Fig.4: Side and top view of the MnNaO2 (P2-Na) cell in the ferromagnetic phase. 

 

3 CONCLUSIONS 

In this study we addressed the determination of the electronic properties of the MnNaO2 (P2-Na) and 
Li0.67Ni0.33Mn0.67O2 (T2-Li) systems: the equilibrium geometry, the formation energies and the 
electronic band structure. At least two magnetic phases have been found for each system, which seem 
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to coexist at room temperature as their difference in energy, calculated per atom, is less than KBT 
(about 26 meV). Two important findings are that the T2-Li structure is semiconductor, while the P2-
Na is metallic. The latter result will be validated in next works through the use of more appropriate 
exchange and correlation potentials, such as DFT + U or hybrid potentials. Both structures have 
negative formation energy and therefore are stable. These results represent the basement to the near 
future research, in particular to understand the effects of doping on the electronic properties and 
stability of these materials. 

 

 
Fig.5: Electronic structure of MnNaO2 (P2-Na) in the ferromagnetic phase (left panel) and 
antiferromagnetic (right panel). The black bands are occupied by spin up electrons, the red ones 
with spin down. In both cases the material is metallic. 
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ABSTRACT.  An exact invariant approach to the investigation of nonlinear dynamics 
of chirping Alfvén modes is described, and some results are shown. 

 
 

 
 
1 The need of exact invariants 
 
An exact invariant approach to the investigation of nonlinear dynamics of chirping Alfvén modes has 
been carried out by means of large scale simulations performed by the hybrid 
magnetohydrodynamic-gyrokinetic code HMGC [1]. Two main issues have to be addressed when 
studying such dynamics: 

• the identification of the relevant resonances destabilising the Alfvén mode, both in the 
exponential-growth phase and in the nonlinear one 

• the analysis of the nonlinear saturation mechanism. If exact invariants of the system can be 
identified, both problems can be faced in a more effective way, once such invariants are used 
as phase-space coordinates. 

 
Concerning the former problem, we can distinguish whether the drive at a certain time comes from 
the same particles that were destabilising the mode at a previous time (if the maximum drive is 
associated to the same values of invariants) or, rather, from a different set of particles (in the opposite 
case). 
 
Concerning the analysis of the nonlinear saturation mechanism, the adoption of invariants as phase 
space coordinates allows for simplifying the Vlasov equation, which describes the evolution of the 
particle distribution function. Indeed, gradients of this function along the directions corresponding to 
the invariant coordinates do not play any role in the equation, as they are multiplied by the (null) time 
derivatives of the invariants. This means that the phase space can be cut into slices orthogonal to 
those directions, with the mode-particle dynamics of each slice evolving independently of each other. 
In particular, we can concentrate our analysis on the slices yielding the larger drive in the different 
phases of the mode evolution. 
 
 
2 Exact invariants of particle motion in presence of Alfvén modes 
 
As far as modes characterised by a single toroidal number and a constant frequency are considered, 
two exact invariants can be identified: the magnetic momentum of the particle and the quantity 
yielded by the mode frequency times the toroidal angular momentum minus the toroidal mode 
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number times the particle energy. Unfortunately, the latter quantity is not invariant in the general 
case; in particular, in case of modes characterised by varying ("chirping") frequency. 
 
A natural set of exact invariants is represented by the initial coordinates of the considered particle. 
While such set can hardly be used within an analytical approach, because of the complicate backward 
transformation relating the actual phase space coordinates to the initial ones, it is very easy to use 
within the numerical simulation approach: the initial coordinates of each simulation particle can be 
stored in arrays separate from those used for the current coordinates. 
 
 
3 Results 
 
This approach has been applied to a specific case: an Energetic Particle Mode [2], driven unstable, in 
a Tokamak magnetic equilibrium, by the alpha particles produced by fusion reactions. The analysis 
of the dynamics of these modes is relevant in the field of controlled nuclear fusion research, as they 
could deteriorate the alpha particle confinement in next generation, reactor-like, Tokamaks. Figure 1 
shows the time evolution of the mode frequency: after the exponential growth of the mode, during 
which the frequency remains constant, mode saturation is accompanied by a variation in frequency. 
Then, this is a suitable case for the adoption of the set of exact invariants (initial particle coordinates) 
described above. 
 

 
 

Fig. 1: Time evolution of the mode frequency for the Energetic Particle Mode investigated in our 
simulations. 

 
 
Figure 2 shows an application of this approach to the identification of the destabilising sets of 
particles. In the upper frame we see the time evolution of the parallel velocity corresponding to the 
maximum drive. The black larger circles represent the absolute maximum for each time. In this 
frame, the current value of the parallel velocity is considered. In principle, the decreasing of the 
maximum-drive parallel velocity could correspond to a progressive velocity loss of the same set of 
driving particles, or to a succession of different, slower and slower, driving sets. The lower frame, 
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which refers to the invariant coordinate (namely, the initial value of the parallel velocity), shows that 
the latter interpretation is the correct one. 
 

 

 
 
Fig. 2: Time evolution of the parallel velocity corresponding to the maximum drive. The black larger 

circles represent the absolute maximum for each time. In the upper frame, the current value of the 
parallel velocity is considered; in the lower frame, its initial value. 

 
 
Figure 3 shows the formation of an island in the "wave-particle phase, toroidal angular momentum" 
space [3] due to the nonlinear interaction between an Alfvén mode and a population of test particles 
sampling the phase-space slice corresponding to the maximum drive during the exponential growth 
of the mode. Such island formation is responsible for the flattening of the density profile in the slice, 
with consequent depletion of the free-energy source. 
 
The computing resources and the related technical support used for this work have been provided by 
CRESCO/ENEAGRID High Performance Computing infrastructure and its staff [4]. 
CRESCO/ENEAGRID High Performance Computing infrastructure is funded by ENEA, the Italian 
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National Agency for New Technologies, Energy and Sustainable Economic Development and by 
Italian and European research programmes, see http://www.cresco.enea.it/english for information. 
 
 
 

 
 
Fig. 3: Formation of an island in the "wave-particle phase, toroidal angular momentum" space due to 

the nonlinear interaction between an Alfvén mode and a population of test particles sampling the 
phase-space slice yielding the maximum drive during the exponential growth of the mode. 
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ABSTRACT. Inelastic scattering due to vibrations is considered in the transver-
sal tunneling current recognition of amino acids across a nano gap in graphene
nanoribbons. Phonons and local vibrational modes assisted current tunneling is
calculated by treating the electron-phonon scattering in the context of the lowest
order expansion of the self-consistent Born approximation. We study the Gly and
Ala homo-peptide cases as an example of very similar, small and neutral amino-
acid that would be undistinguishable by means of standard techniques, such as the
ionic blockade current, in real peptides. We show that all the inelastic contribu-
tions to the tunneling current are in the bias range 0 V  V  0.5 V and that they
can be classified, from the atomistic point of view, in terms of energy sub-ranges
they belong to. Peculiar fingerprints can be found for the typical configurations
that have been recently found for peptide bonds recognition by tunneling current.

1 Introduction

Nano-devices are being considered for bio-molecule recognition and sequencing [1, 2, 3, 4, 5]. How-
ever the protein case is challenging and new methods for fast and reliable amino-acid recognition
are mandatory su support the rising importance of proteomics [3, 4, 5, 6, 7, 8, 9, 10, 11, 12]. The
amino-acis (AAs) recognition can be attained, at least in principles, by measuring the tunneling cur-
rent flowing through the gap during the peptide translocation, provided a bias is applied between the
electrodes [11, 13]: indeed, the tunneling current measured carried the chemical and physical signa-
ture of the piece of molecule that occupies the nano-gap. This scheme, however, requires a controlled
translocation dynamics of the peptide or the protein (in its primary structure state) that is still an open
technological issue. Several proposals to employ nano-gaps for biomolecule sensing have been found
in the recent literature [14, 13]. In this context, nano-gaps in ”2D materials” are particularly appealing
because of the expected atomistic resolution of the tunneling current and graphene is of course the best
candidate for that [15, 16, 17, 18, 19]. Recently a nano-gap device based on an array of semi-infinite
graphene nano-ribbons (GNRs) (see Figure 1(a)) has been proposed showing the ability to sense sin-
gle peptide bonds (PBs) along the peptide back-bone [19]. The above results have been obtained, for
simple Glycine (Gly) and Alanine (Ala) template peptides, using the non equilibrium Green functions
approach on the density functional theory basis (DFT-NEGF) and the well known Landauer-Büttiker
formula [20, 21, 22, 23, 24] (see Section 2). However there are several approximations at this level
of theory: among them, one of the most important is that only elastic scattering is considered and one
might wonder how molecular vibrations and GNRs phonons affect the tunneling current. Inelastic tun-
neling current across the gap is expected to carry a larger amount of information related to the peculiar

⇤Corresponding author. E-mail: giuseppe.zollo@uniroma1.it.
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Figure 1: Schematics of nano-gap device between two semi-infinite ZGNR for peptide sequencing:
the left(right) leads and the central scattering region are indicated (a). Schematics of the IETS phe-
nomenology: for low bias only elastic scattering occurs (b) while for larger bias the tunneling proba-
bility increases due to inelastic scattering with phonon emission (c).

vibrational modes, the chemical formula and the charge states of the amino-acid side chains involved.
Indeed, while elastic transport gives direct access to the electronic properties of the system (position and
broadening of molecular levels for example), the study of the inelastic processes gives a deeper insight
depending on the structure and dynamics of the molecule in the gap. Electrons can exchange energy
with the vibrational modes of the molecule thus increasing or reducing the conductance of the junction
(Fig 1(b)(c)). In our ideal sensing device the electrodes are made of two semi-infinite hydrogenated
zig-zag GNRs (ZGNR) of the even type lying in the z direction (see Figure 1(a)). Zig- The nano-gap has
a hydrogenated armchair pattern at the border and the distance between the two semi-infinite ZGNRs is
5.0 Å (distance between H atoms). Although hydrogenated ZGNR are expected to have a gap in their
ground state due to spin interactions [25, 26], it has been reported that the metallic unpolarized config-
urations is stable when a bias is applied and in presence of ballistic conduction [27, 28]. Moreover it
is known that the spin polarized ground state undergoes a transition to semi-metallic conduction prop-
erties when the ZGNR is doped with N atoms [29] or when a transverse electric field is applied [30].
Then we have chosen the unpolarized metallic phase of the hydrogenated ZGNR as as a paradigmatic
case of metallic or half-metallic ideal 2D graphene based electrodes.
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Figure 2: Sketches of the two atomistic systems employed to calculate the inelastic tunneling current
signals for Gly (a) and Ala (b) omo-peptides. The translocation configurations have been obtained in
water as detailed in the main text. We indicate the relevant groups of the two case treated, namely NH,
CO and SC and the pulling direction employed for the SMD simulations, namely from the N-terminal to
the C-terminal of the peptides. Each peptide is made of 5 residues and the signals have been collected
in the central part of the peptides, thus far from the peptide terminals.

2 Theoretical methods

We have focussed our attention on Ala and Gly omo-peptides because of the similarity of these two AAs
that are small, neutral and with simple hydrophobic side chains. The configurations they assume in the
ZGNR nano-gap have been obtained as follows: first we have performed a classical non-equilibrium
steered molecular dynamics (SMD) simulations [31] at constant velocity and T = 300 K in water:
several passages across the nano-gap have been simulated to analyze and collect the most recurrent
configurations (see Figure 2).

Then, NVT classical MD run at T = 300 K in water have been performed to relax part of the peptide
strain due to the previous SMD stage; the most probable configurations have been further relaxed at
T = 0 K in the context of the density functional theory (DFT) and with a large energy threshold in
order to approach a local energy minimum. In this third stage the waters have been removed. With the
above protocol we retain thermal fluctuations of the configurations occurring during the translocation
at T = 300 K in water (first and second stages) and correct them in the third stage for the wrong
interactions, arising from classical model potential employed during the classical MD, between the
GNR electrodes and the peptide. The final configurations have been employed to calculate the quantum
transport and the inelastic scattering at low temperature (T = 4.2 K). The vibration assisted tunneling,
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that is schematically drawn in Figure 1(b)(c), is described by the Hamiltonian [32, 33]

H = He +Hph +He�ph (1)

Hph = Â
l

h̄wlb̂†
lb̂l He�ph = Â

l
Â
i, j

M
l
i, jĉ

†
i ĉ j(b̂†

l + b̂l) (2)

with He(ph) is the electrons (phonons) Hamiltonian, ĉ(b̂), is the electron (phonon) annihilation operator,
l is a phonon label and i, j are electron labels. The electron-phonon coupling matrix M

l is:

M
l
i, j = Â

Iv
hi| ∂He

∂RIv
| jivl

Iv

s
h̄

2MIwl
(3)

where vl
Iv and wl are respectively the normalized eigenvector for the phonon mode l and its frequency

that are obtained with the frozen phonons approach. The vibrational density of states and eigen-vectors
have been calculated in using a frozen-phonon approach. According to the Self-consistent Born ap-
proximation (SCBA), the electron self-energy due to the phonon scattering is:

S7
ph(e) = Â

l
M

l[(nl +1)G7(e± h̄wl)+nlG7(e⌥ h̄wl)]M
l

(4)

where G7 are the unperturbed lesser/greater electron Green functions that are related to the spectral
functions of the leads through G7(e) =±i [ f (e± h̄wl �µL)AL(e)+ f (e± h̄wl �µR)AR(e)]. A suitable
approximation of the SCBA scheme can be attained to reduce the computational workload provided
that the electron chemical potentials of the electrodes are eV = µR � µL = ±h̄wl. In that case it has
been shown [33] that the total current I(V ) = Iel(V ) + Iin(V ) at the lowest order expansion (LOE),
obtained at the first order of S7

ph(e) (second order of M
l), casts into the sum of two terms with the

differential conductance ∂I
∂V respectively symmetric and asymmetric with respect to the bias. In terms

of the second derivative of the current with respect to the bias we have:

∂2I
∂V 2 =Â

l
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∂2Isym

∂V 2 (V, h̄wl,T,nl)+kl
∂2Iasym

∂V 2 (V, h̄wl,T ) (5)

with gl = gel,l + gin,l and the coefficients:

gin,l = Tr[MlA†
L(µL)M

lAR(µR)]�M
lGa(µR)GL(µR)AR(µR)M

lAL(µL)]
o

Bl =
n

Tr[MlAR(µL)GL(µL)Gr(µL)M
lAR(µR)�M

lGa(µR)GL(µR)AR(µR)M
lAL(µL)]

o

gel,l = Im{Bl} kl = 2Re{Bl}
(6)

In the previous formulas we have that Ga(r)(e) is the advanced (retarded) electron Green function and
AL(R)(e) = Gr(e)GL(R)(e)Ga(e).

190 



Figure 3: Non linear behavior of the tunneling current across the ZGNR nano-gap for Gly (a) and Ala
(b) homo-peptides. The NH, CO and SC curves indicate the signals collected from the three reference
configurations, namely with the NH, CO and the side chain groups in the middle of the gap.

The symmetric and asymmetric current universal functions are:

Isym =
G0

2e Â
s=±1

s(h̄wl +seV )


coth

✓
h̄wl
2kBT

◆
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◆�

Iasym =� G0

2ep Â
s=±1

s(sh̄wl + eV ) ln
����
sh̄wl + eV

sh̄wl

����

(7)

In our system all the atoms of the central scattering region, that contains also part of the left and right
ZGNR electrodes, have been allowed to vibrate. Transport and inelastic tunneling analyses have been
performed using the Transiesta [24] and Inelastica [32] packages.

3 Results

In Figure 3 we report the current in G0 =
2e2

h units calculated for the Gly and Ala homo-peptides. We
have considered as reference positions the ones in Figure 2 corresponding to the relevant configurations
found for the elastic case [19]. The non linear behavior due to inelastic phenomena is marked. For Gly
one can observe localized abrupt slope changes while the non linear behavior seems more continuous
in the Ala case. The different current values measured for NH and CO in the Ala case is due to the
amount of the overlap between the side chain and the pseudo-p and pseudo-p⇤ orbitals of the nano-
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Figure 4: PhDoS of the three configurations analyzed for Gly compared to the PhDoS of the ZGNR
without the peptide (a). Three regions of interest of the PhDoS spectra are expanded in (b), (c) and (d).
NHGly, COGly and SCGly indicate the PhDoS obtained from three notable configurations, namely with
the NH, CO and the side chain (SC) groups in the middle of the gap. The ”A”, ”B” and CaH regions
are indicated.

ribbons [19] that depends on the localization of the peptide in the gap along the y direction in the GNR
plane, i.e. along the GNR width. Hence the difference of the current level is not meaningful in terms
of the inelastic scattering processes.

3.1 Inelastic tunneling for Gly peptides

Comparing the phonon density of states (PhDoS) of the three configurations to the one of the ZGNR
gap (without the peptide) reported in Figure 4, we find three energy ranges where the PhDoS of the
systems does not overlap to the one of the electrodes. Scattering events in that regions, therefore, are
due to contributions arising just from the local vibrational modes of the peptide (see Figure 4). The
range 0.42 eV  hn  0.45 eV (region ”B”) contains vibrational modes of the C- and the N-terminals
of the homo-peptide and stretching modes of the NH bonds along the peptide backbone. The region
”A” 0.21 eV  hn  0.23 eV contains stretching modes of the CO bonds along the peptide backbone
and contributions from the C and the N-terminals. The last region, labeled as CaH, is due to vibrational
modes from the �CH2 group closest to, or in, the gap. In all the other regions of the PhDoS spectra,
vibrational modes involve also the ZGNR in the device regions.

In Figure 5 we reports the IETS signals (IET S = d2I/dV 2

dI/dV ) for the three reference configurations men-
tioned. Three regions are expanded in the same figure for V � 0.03 V because, except for the large
peak close to zero occurring in the SC case, the region close to V = 0 does not show marked differences
among the three cases. Comparing the IETS signals with the corresponding PhDoS and the values of
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Figure 5: IETS signals calculated for the Gly omo-peptide (a). Three energy regions of the IETS
spectra are expanded in (b), (c) and (d). The NH, CO and SC curves indicate the signals collected from
three notable configurations, namely with the NH, CO and the side chain (SC) groups in the middle of
the gap.

the g and k coefficients, four main regions of the IETS spectra can be defined with reference to Figure
5: the high energy ”side chain” region in the bias range [0.36 V  V  0.42 V ] (Figure 5(d)), The
”ZGNR” region for [0.19 V  V  0.21 V ] (Figure 5(c)), the ”dips” region for [0.13 V  V  0.19 V ]
(Figure 5(c)) and, finally, the ”low energy” region for 0.03 V V  0.13 V (Figure 5(b)(c)).

The energy values of the most important vibrational modes in the various regions of the spectra are
reported in Table 1. The peaks observed in the ”side chain region” for NH and CO are related to local
vibrational modes of the closest side chain and CaH (see Figure 6(d)). The ”ZGNR” region, instead
is due to the scattering at the pieces of the ZGNR in the device region with modes in the ZGNR plane
(Figure 6(c)). The ”dips” region shows a complex scenario with contributions from both the phonons
from the ZGNR and peptide local vibrations; here reflection scattering events (with gl < 0) contribute
significantly (Figure 6(b)). In the ”low energy” region the inelastic scattering is contributed by both
peptide vibrational modes and ZGNR phonons with eigenvectors orthogonal to the ZGNR plane (Figure
6(a)) and only positive differential conductivity coming from symmetric terms (gl > 0) is measured.

The three reference configurations NH, CO and SC have different IETS features. The SC configuration
has no scattering processes in the ”side chain” region, shows and an enhanced peak at very low energy
(hn ⇡ 7 meV ) (see Figure 5(a)) and the lowest IETS signal in the ZGNR region. The first of the three
feature is related to the lower coupling between the orbitals of the vibrating side chain and the pseudo-
p and pseudo-p⇤ orbitals of the left and right electrodes. The large peak at very low energy is caused
by an enhanced transmission from the central side chain due to long wavelength vibrational modes
orthogonal to the ZGNR plane. Lastly, because the modes in ZGNR region are mainly characterized
by in-plane vibrations of left/right ZGNR, the increase in the conductance is less effective for SC due
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Table 1: Energy values in meV of the vibrational modes affecting the most important peaks and dips
of the IETS spectra from Gly translocation configurations. Labels in parentheses indicate the symmet-
ric or/and antisymmetric coefficients contributions and their sign: g+(�)

l and k+(�)
l stand for positive

(negative) symmetric and antisymmetric coefficients respectively.

Region NH CO SC

low energy
65.15 (g+l ) 65.52 (g+l ) 64.95 (g+l )
78.2 (g+l )
79.2 (g+l )

dips

132.55 (g+l k�
l )

139.5 (g�l ) 139.7 (g�l ) 139.68 (g�l k�
l )

163 (k+
l ) 162.5 (g+l k+

l )
178.9 (k�

l ) 179.16(g�l )

ZGNR
199.5 (g+l ) 200 (g+l ) 200 (g+l )
203.25(g+l ) 203 (g+l ) 203.17 (g+l )

203.3 (g+l k�
l ) 203.42 (g+l k�

l ) 203.46 (g+l k�
l )

side chain
379.28 (g+l ) 379.45 (g+l )
380.34 (g+l ) 384.6 (g+l )
390.65 (g+l )

to the location of the side chain in the middle of the gap and the lower transmission across the peptide
[19].

The main peak satellites in the ”side chain” region allows the distinction of NH from CO. It is worth
noticing that in the ZGNR region, the differential conductivity in the CO case is the largest due to the
enhanced transport related to the off-plane side chain and NH groups [19].

3.2 Inelastic tunneling for Ala peptides

The Ala IETS signals are reported in Figure 7. The analysis of the PhDoS (not shown) evidences again
three regions: the first two (regions ”A” and ”B”) show the same features and energy ranges as the
corresponding ones in the Gly case. A difference emerges for the CaH region that now is in the range
0.39 eV  hn  0.4eV as a right-hand side satellite of the main PhDoS peak. This shift is related to
the larger vibrational energy of the Ala side chain, a methyl group, with respect to the Gly one.

We can appreciate the quite larger scattering peaks in the very low energy range with respect to the Gly
case. Moreover the peak heights in the ZGNR region here appear much smaller than for Gly which
means that the peptide transmission is much lower than in the Gly case as already evidenced [19].

Similarly to the Gly case, the SC configuration differs from the other two mainly because of three
aspects: no IETS signals in the ”side chain” region, the large peak at very low energy and finally
the less pronounced oscillation in the ”dips” region. Distinction among the NH and CO is quite easy
because of the additional peak for CO at hn = 438 meV that does not appear in the NH configuration.

Some IETS features can be considered as peculiar of the two cases treated: one of them is the relative
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Figure 6: Four representative modes causing the inelastic scattering for the Gly case. The four modes
have been chosen each in one of the four energy regions discussed in the text. In the insets are reported
the configurations they belong to and their vibrational energy values.

Figure 7: IETS signals from the phonon assisted the tunneling current across the ZGNR nano-gap with
three special configurations for the Ala homo-peptide. The NH, CO and SC curves indicate the signals
collected from three notable configurations, namely with the NH, CO and the side chain (SC) groups
in the middle of the gap.
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Table 2: Energy values in meV of the main peaks and dips of the IETS spectra from Ala translocation
configurations. In parentheses are indicated if symmetric or/and antisymmetric coefficients contribute
and their sign: g+(�)

l and k+(�)
l stand for positive (negative) symmetric and antisymmetric coefficients

respectively.

Region NH CO SC

low energy

9 (g+l ) 11.4 (g+l ) 8.7 (g+l )
14.3 (g+l ) 28.23 (g+l )
39.38 (g+l ) 43.7 (g+l )

55.14 (g+l ) 55.78 (g+l )
65.63 (g+l ) 65.72 (g+l ) 64.17 (g+l )
80.55 (g+l ) 93.25 (g+l )

dips

133.22 (g+l ) 136.22 (g�l k+
l )

146.03 (g+l k+
l ) 146.5 (g+l )

162.64(k+
l ) 162.67 (k+

l )
172 (g�l ) 179.4 (g�l )

ZGNR

191.46 (g+l k+
l )

199.97 (g+l ) 199.98 (g+l ) 200 (g+l )
202.9(g+l k+

l ) 202.8 (g+l k+
l ) 202.9 (g+l )

203.44 (g+l k�
l ) 203.47 (g+l k�

l ) 203.45 (g+l k�
l )

side chain

384.5 (g+l ) 384.3 (g+l )
394.8 (g+l )
397.7 (g+l ) 397.4 (g+l )

438 (g+l )

importance of the vibrational scattering at very low bias with respect to the ZGNR region: in the Gly
case the IETS peaks in these two regions are of the same order of magnitude while in the Ala case the
IETS peaks in the ZGNR region is about one order of magnitude lower than the one at very low energy.
This circumstance is due to the larger peptide transmission for Gly than for Ala in the ZGNR region.
Moreover at very low energy, where the ZGNRs oscillate perpendicularly to their plane, Ala vibrational
modes are more numerous due to the larger side chain thus enhancing the transmission through the side
chains and CaH group. A second feature is the relative importance of the ZGNR and the side chain
regions: in the Gly case the first one prevails while in the Ala case they are almost comparable. This
is related to the different side chain sizes and the larger elastic transport across the ”frozen” peptide in
the Gly case, typical of the ZGNR region.

Looking at the fine details in the region of interest of Figs. 5, 7, it is worth emphasizing that ”side chain”
region is shifted to larger energy for Ala where a well separated double peak feature emerges for CO
and NH (see tables 1 and 2), the energy shift being related to different vibrational modes of the side
chains. Moreover, it is important to focus the reader’s attention to the additional peak at hn = 438 meV
for COAla that is related to the vibrations of the hydrogen bonded to the closest Ca atom and of the
closest (lower) NH group. Similar modes observed in the COGly are not effective in terms of scattering
due to the different orientation of the CaH group. The absence of a similar peak for NHAla tells us that
this peak benefits of the tunneling current flowing across both the CaH and the NH groups that are out
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Figure 8: Vibrational mode corresponding to the inelastic scattering peak at hn = 438meV for the CO
configuration of the Ala homo-peptide.

of the ZGNR plane: this circumstance just occurs for COAla.

Therefore we can state that, although Gly and Ala have similar sizes and equal charge states, and are
not distinguishable through ionic blockade current measurements, here can be discriminated.

There are, however, some interesting similarities in the cases treated: in both Gly and Ala cases the
region ”A” does not contribute to the inelastic scattering while the other two make the difference.
Therefore tunneling current measurements with bias V  0.35 V are affected only by vibrational modes
that involve both the graphene nano-ribbons and the peptide. Interestingly there exists a bias range
0.203 V  V  0.35 V where the current shows a local linear behavior, with no additional inelastic
events, for all the cases studied. By measuring the tunneling current with two different bias values in
this range, slope values could be obtained and employed as reference for differential tunneling current
measurement with larger bias V � 0.45 V ; this differential measurements would be affected, as already
shown, just by the peptide vibrational modes, more specifically by the side chain and the CaH modes
and, for the COAla case, also by the closest NH stretching mode. Then, three measurement points in the
I�V characteristic are supposed to be sufficient to obtain tunneling current signals affected just by the
vibrational properties of the side chains and the CaH bond: in this way it would be possible to obtain
specific fingerprints for side chain recognition also in the case of narrow electrodes. A more detailed
discussion on the findings concerning vibration assisted tunneling current for amino acid recognition
can be found in the recent literature [34]

4 Conclusions

The previous results shed some light on the inelastic scattering events taking place during tunneling
current measurements across the gap of a graphene nano-ribbon when a peptide translocates across it.
If the bias is in the ”dips” or the ”low energy” regions, then a very complex scenario arises where modes
may cause reflection (gl > 0) or contribute to the inelastic scattering through the asymmetric terms with
dips and peaks features (kl 6= 0). This behavior is caused by in-plane vibrational modes of the ZGNR
hydrogen atoms in conjunction with local vibrations of relevant groups in the peptide close to the gap.
The important findings are mostly related to the existence of two bias ranges for V � 0.19 meV . In the
first one (the ZGNR region) the scattering is induced just by the in-plane ZGNR vibrational modes: here
C and H atoms vibrations cause a distortion of the pseudo-p and pseudo-p⇤ ZGNR orbitals that result in
an enhanced transmission through the peptide thus following the conductivity hierarchy already found
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in the elastic modeling at low temperature [19]. Then a hypothetical measurement of the differential
conductance in this region is expected to follow the same curve as the one found in the elastic regime.

Lastly the ”high energy” bias region 0.35 V  V  0.45 V preserves unique informations on the side
chain together with additional high energy peaks related to the vibrational modes of the NH and the
CaH atomic groups and could be employed, in principles, as a source of observables for side chain
recognition also with such narrow ZGNR electrodes.
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ABSTRACT. Three-dimensional nuclear analyses with MCNP5 Monte Carlo and 
Fispact II codes have been performed to assess the nuclear loads and main activity 
quantities on the Plasma Facing Components (PFCs) of European DEMO divertor. 
The aim of this work is to provide significant outcomes in the PFCs design and 
concept selection, considering the two principal configurations currently under 
evaluation: ITER-Like and Chromium low activation concepts. 

 
 

 
 
1 Introduction 
 
In the frame of this activity within EUROfusion WPDIV-2 program, three-dimensional nuclear 
analyses with MCNP5 code [1] and JEFF3.2 nuclear data library [2] have been performed in 
CRESCO cluster to support design of the PFCs of the DEMO divertor [3]. Two configurations have 
been analysed: ITER-Like (IL) [4] and a low-activation Chromium-based alternative concept [5], 
focusing on the evaluation of the nuclear loads (damage, nuclear heating and helium production) on 
them sub-components. Moreover, activation analysis has been performed with FISPACT II inventory 
codes [6] to assess their specific activity, decay heat and contact dose at the end of DEMO-1 
operations. This work presents detailed neutronics results using heterogeneous description and actual 
geometry of the two PFC concepts. The computing resources and the related technical support used 
for this work have been provided by CRESCO/ENEAGRID High Performance Computing 
infrastructure and its staff [7]. CRESCO/ENEAGRID High Performance Computing infrastructure is 
funded by ENEA, the Italian National Agency for New Technologies, Energy and Sustainable 
Economic Development and by Italian and European research programmes, see 
http://www.cresco.enea.it/english for information.  
 
 
 
2 Divertor PFCs MCNP models description and integration 
 
Starting from the reference CAD models of both the configurations [8,5], detailed MCNP models 
(including also an accurate PFC-CB supports representation) have been created and integrated in the 

 
1  Corresponding author. E-mail: Simone.Noce@uniroma2.it  
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Divertor CB-2018 MCNP model [9], with WCLL “layered” (Heterogeneous) Blanket representation 
[10]. In Figure 1 is shown a more detailed description of the reference geometries of the PFCs 
concepts and MCNP Model used for this study. 

Fig.1: Left column: representation of a single unit cad of the ITER-Like PFC concept, with a list of 
the materials candidate for the PFC-support interlayer (top), cad and MCNP models of the Chromium 
Low Activation (LA) concept (middle) and of the ITER-Like (IL) concept (bottom). Right column: 
DEMO17 MCNP Model with Single Module WCLL Blanket (top), divertor PFC Inner and Outer 
Vertical Targets (IVT and OVT) (middle), and Baffle region (bottom) MCNP model description. 
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3 Results 
 
The Inner and Outer Vertical Targets (IVT & OVT) straight leg of the DEMO divertor heterogeneous 
model have been replaced with the detailed MCNP geometry of the IL and Chromium low activation 
PFCs and integrated into the WCLL DEMO MCNP model.  
For both the concept, the neutronics model of the baffle regions PFCs consists of:  

• homogenized layers, representing the actual volume fraction of the constituent materials. 
• A single detailed PFC element (including support) integrated in the expected most irradiated 

region for evaluating the maximum loads (see Figure 1, lower part of the right column). 
The most significant nuclear quantities evaluated in this analysis are the following:  

•  Maximum nuclear heating density, Helium production and damage on the baffle region for 
ITER-LIKE and Chromium LA concept PFCs (see Tables 1 and 2). 

• Activity, Decay Heat, Contact Dose rate on W (IL) [11] and Cr (Chr. LA) [12] with the aim 
of comparing the activation performance of both materials. 

• Activity, Decay Heat, Contact Dose rate on two candidates for the PFC-support interlayer 
brazing alloys (Nicuman [13] and Gemco [14]) and comparison. 

The maximum nuclear loads on the ITER-Like (IL) PFC sub-component placed on the expected most 
irradiated zone (baffle region) are:  

• W-Monoblock: 20.30 W/cm3 (nuclear heating), 1.80 appm/FPY (He-production), 1.99 
dpa/FPY (nuclear damage), where FPY is Full Power Year.  

• Cu-Interlayer: 8.01 W/cm3, 51.96 appm/FPY, 8.04 dpa/FPY. 
• CuCrZr-Pipe: 8.04 W/cm3, 52.5 appm/FPY, 8.04 dpa/FPY. 

The Maximum nuclear loads on the Chromium Low Activation (LA) PFC sub-component placed on 
the expected most irradiated zone (baffle region) are: 

• W-Layer: 20.80 W/cm3, 2.07 appm/FPY, 2.22 dpa/FPY.  
• Copper Interlayers: 8.50 W/cm3, 60.0 appm/FPY, 8.90 dpa/FPY. 
• Cr-Monoblock: 6.69 W/cm3, 41.3 appm/FPY, 4.31 dpa/FPY.  
• CuCrZr-Pipe: 8.76 W/cm3, 52.1 appm/FPY, 7.96 dpa/FPY. 

The nuclear heating in Tungsten is three times than in Chromium. Conversely the He-production in 
Chromium is more than a factor 20 higher than W and the damage is twice and slightly higher values 
are observed in the nuclear loads of the other sub-components.  
Furthermore, specific activity, contact dose rate and decay heat have been evaluated for the 
comparison between W and Cr in the monoblock and between Gemco, Nicumans as material options 
for the PFC-support interlayer (where brazing alloys are necessary for the welding). The irradiation 
history corresponds to 5.2 years operational scenario [15]. 

As far as the activation analyses is concerned, the following main points are highlighted:  
Cr vs W (see Figure 2): 

• Cr shows lower specific activity (Bq/kg) than W within the first year after the shutdown (at 
the shutdown activity in Cr is 8x1013 Bq/kg and in W is 5x1014 Bq/kg). After 5 years from 
the shutdown the induced activity on both the materials decreases, showing an overlapping 
of the trends and highlighting a similar behaviour in Cr and W for long times.  

• Cr contact dose rate (Sv/h) values are similar to the W at the shutdown, with a faster drop 
after few days. The contact dose rate on Cr falls below 10 μSv/h after more of 20 years.  

• At the shutdown the decay heat (W/kg) values are 40 W/kg and 14 W/kg for W and Cr, 
respectively. The Cr always exhibits lower values than W.  

The Chromium confirms to be favourable compared to tungsten in terms of activation for short-
medium cooling times (1 year), for longer times the differences with W are less significant due to the 
impurities. Regarding Gemco and Nicuman Interlayer comparison: the trends are similar for activity, 
contact dose rate and decay heat: Nicuman shows greater values than Gemco within the first day after 
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shutdown, for medium cooling times the Gemco shows generally lower values than Nicuman, at long 
cooling times the Nicuman and Gemco have a similar behaviour. Nicuman is generally not 
recommended because of higher Nickel content than Gemco. 

 

 
 

Fig.2: Comparison between W and Cr in terms of specific activity, contact dose rate and decay heat, 
after plasma shutdown. 
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NEUTRONICS ANALYSES IN SUPPORT OF THE CONCEPTUAL DESIGN 
OF THE DTT TOKAMAK RADIAL NEUTRON CAMERA 

Barbara Caiffi1*, Maurizio Angelone1, Andrea Colangeli1, Davide Flammini1, Nicola 
Fonnesu1, Giovanni Mariano1, Fabio Moro1, Rosaria Villari1 

1ENEA, Department of Fusion and Nuclear Safety Technology, Frascati, Rome, Italy 

ABSTRACT. In this report, the neutronics analysis performed in support of the 
Radial Neutron Camera (RNC) design of the Divertor Tokamak Test (DTT) [1] is 
presented. The layout of this diagnostic was optimized using a detailed 3D model 
and simulating the performances by means of the MCNP [3] Monte Carlo code in 
its MPI parallel version on CRESCO6 infrastructure. The outcomes of this analysis 
provide the detectors requirements and guidelines for the development of the 
above-mentioned diagnostics, investigating its feasibility and suitability with the 
neutron emissivity foreseen for the DTT operational scenarios. 

1 Introduction 

This work is a preliminary neutronics analyses performed to support the Divertor Tokamak Test DTT 
[1] neutron camera design. A detailed MCNP model of the diagnostic system with detectors 
assembly has been developed and integrated in the reference neutronics model [2] representing a 20° 
sector of the DTT machine. Three-dimensional neutron transport simulations have been carried out 
by means of the MCNP Monte Carlo code [3] coupled with the FENDL 2.1 nuclear data libraries [4]. 
In particular, the parallel MPI version of the MCNP was used on the CRESCO6 infrastructure 
(cresco_62h24 queue with ~600 cores). The activities required several 24h runs (at least 3/4 for each 
configuration, plus some debugging CPU time), with an efficiency of about 10-50 particle/(core*s). 
The computing resources and the related technical support used for this work have been provided by 
CRESCO/ENEAGRID High Performance Computing infrastructure and its staff [7]. 
CRESCO/ENEAGRID High Performance Computing infrastructure is funded by ENEA, the Italian 
National Agency for New Technologies, Energy and Sustainable Economic Development and by 
Italian and European research programmes, see http://www.cresco.enea.it/english for information 

2 MCNP model in baseline configuration 

Figure 1: (a) DTT MCNP model including the Radial Neutron Camera; (b) detail of the RNC 

Starting from the reference DTT 20° model [2], a preliminary layout of a radial neutron camera was 
included (see Fig.1). The main components of this diagnostic are collimators, i.e cylindrical holes 
passing through the concrete shielding block, and the NE213 detectors, defined as cylinders (1 cm2 of 
surface and 1 cm thickness) placed inside cylindrical steel envelopes in the detector box. In the 
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baseline configuration, the radius of the collimators is 1 cm and their length spans from 140 cm to 
147 cm, depending on the inclination. As neutron source, the thermal emissivity profile of a DD 
plasma at 11 keV of temperature was considered. The energy distribution follows a Gaussian shape, 
centred at 2.45 MeV and with FWHM=82.6 √Ti ≈274 keV, where Ti=11 keV is the ion temperature. 
Using the above-mentioned model, the neutron flux and energy spectrum were evaluated in the 
region of interest for each channel, i.e. where the detectors are located. The neutron flux spectrum for 
the central channel, shown as an example in Figure 2, exhibits a Gaussian-shaped uncollided 
component, coming directly from the plasma, which represents the signal in RNC measurements, 
plus a scattered component which extends down to thermal energies and represents the background. 

Figure 2: Energy spectrum of the neutron flux impinging on the detector of channel 5 

In Figure 3 (a), the total fluxes per source particle for all the channels are presented, without and with 
energy thresholds of 0.1 MeV and 1.8 MeV, again showing the uncollided and collided contributions 
separately. About one neutron out of 1010 emitted by the plasma reaches a RNC detector. This 
corresponds to an incident flux of 107 n/cm2s assuming the highest neutron yield expected for DTT 
(1.5!1017 n/s [2]). The neutron fluxes and spectra were used to estimate the detectors counting rate 
and the range of measurable neutron emissivity. In particular, the spectra were convoluted with the 
NE213 response functions [5] to obtain the Pulse Height Spectrum (PHS). The counts per source 
particle in each detector were calculated by integrating the PHS, starting from an energy threshold of 
1.8 MeV, whose value comes from the optimization of signal to noise ratio. 

Figure 3: (a) Neutron flux per source particle and (b) uncollided/total flux ratio in each channel. 

Figure 4: Counts per source particle in each channel. 
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The expected counting rate per source particle, shown in Figure 4, varies from 6!10-13 n/s to 2!10-12 

n/s, which corresponds to 80 kHz for the most peripheral channels 1 and 9 and 280 kHz for the 
central one, with a neutron yield of 1.5 1017 n/s. To have at least 10% accuracy in 25 ms, as required 
in ITER for DD operations [6], the minimum acceptable neutron yield is 7!1015 n/s, while to have 
the same accuracy in 100 ms, a neutron yield four times lower, i.e. 2!1015 n/s, can  be accepted. In 
both cases, this is not suitable for the first year operation scenario [2], in which a maximum neutron 
yield of about 5!1014 n/s is foreseen. To improve the RNC performances, different strategies can be 
adopted. A lower threshold can be used, but this methodology has the drawback of worsening the 
signal to noise ratio, already critical for the peripheral channels. Shorter collimators with larger 
radius could also be a possible solution, which would also allow to reduce the whole dimension of 
the neutron camera. In order to identify the most promising solutions, a geometrical optimization 
study was performed, whose results will be presented in the next section. 

3 MCNP model optimization 
To enhance the counting rate, in particular in peripheral channels, affecting as little as possible the 
signal to noise ratio, other configurations were considered and an optimization study was performed. 
This optimization was focused mainly on the collimators, which are the key element of this 
diagnostics, and in particular on their size (length and radius). 
The configuration considered are: 

x Baseline, with collimators radius rcoll =1 cm; 
x Baseline with larger collimators, rcoll =2 cm; 
x Fan-shaped collimators, to homogenize their length (Fig.5a); 
x Collimators 50 cm shorter (Fig.5b); 
x Collimators 50 cm shorter, with larger radius (rcoll=2 cm ) for peripheral channels #1 and #9 

and baseline configuration (rcoll =1 cm ) for the others; 
x Collimators 70 cm shorter for peripheral channels #1 and #9 and 50 cm shorter for the others 

(Fig.5c). 
The results of the above mentioned configurations are shown in Figure 6 and resumed in Tab. I 

Figure 5: Variant models studied in the optimization. (a): elliptical fan shaped collimators; (b): 
collimators 50 cm shorter than baseline; (c): collimators of channels 2-8 50 cm shorter than baseline, 

collimators of channels 1 and 9 are 70 cm shorter then baseline. 
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Figure 6: Neutron flux (a) and detector counts (c) per source particle with their corresponding direct 
neutrons fraction (b) (d) as a function of the channel assuming an energy threshold of 1.8 MeV. 

Table 1: Results for the models considered (count per source particle, max. rate and least detectable 
neutron yield) 

Model Counts per source particle Max. Rate [kHz]* Min. Neutron Yield[n/s]** 
CH1 CH5 CH1 CH5 CH1 CH5 

(1) -13
5.8 10

-12
1.9 10 87 285 15

3.4 10
15

1.1 10
(2) -12

2.1 10
-12

7.3 10 315 1100 14
9.5 10

14
2.7 10

(3) -12
1.1 10

-12
1.9 10 165 285 15

1.8 10
15

1.1 10
(4) -12

1.3 10
-12

4.5 10 195 675 15
1.5 10

15
4.4 10

(5) -12
4.9 10

-12
4.5 10 735 675 15

4.1 10
15

4.4 10
(6) -12

3.1 10
-12

4.5 10 465 675 15
6.5 10

15
4.4 10

* Max. neutron yield=1.5 1017 n/s [1]. 
** assuming 10% accuracy in 50 ms, i.e. assuming as a minimun rate 2 kHz. 

With larger collimator radius, rcoll =2 cm, 5!1014 n/s is sufficient as a neutron yield to have 10% 
accuracy in 100 ms, making this diagnostics suitable also for the first year operation scenario. In this 
configuration, a counting rate of about 1 MHz is expected for high performance scenario (neutron 
yield of 1.5!1017 n/s). This is a quite high rate though still manageable with the available electronics. 
The counting rate can be increased also by reducing the collimator length, with the additional benefit 
of making the diagnostic smaller and lighter. The flux in the channels can be homogenized by using 
shorter or larger collimators for the most peripheral channels (i.e. configuration 5 and 6). In the last 
two configurations considered, the minimum counting rate per source particle is 3!10-12 count/s, 
which allows a 10% accuracy in 50 ms. 

4 Conclusions 
In this paper, a preliminary study in support of the design of the radial neutron camera for the DTT 
machine is presented. The geometry of this diagnostics was included in the 20° model of the tokamak 
and three-dimensional neutron transport simulations have been carried out by means of the MCNP 
Monte Carlo code. The neutron fluxes impinging on the detectors placed at the end of each of the 
nine collimated lines of sight were calculated, as well as the corresponding spectra and the fraction of 
uncollided neutrons.Furthermore, using the response function of the NE213 scintillator, the counting 
rate was estimated as a function of the neutron yield. Starting from the baseline model, different 
geometrical optimizations were performed, aimed at increasing the counting rate, reducing the size of 
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the diagnostics and improving the signal to noise ratio. As the physics scenarios are still not fully 
characterized, none of the models studied can be considered as the best so far. Though, this analysis 
demonstrates the feasibility of the layout proposed and its flexibility to a range of neutron emissivity 
of almost three orders of magnitude (neutron yield from 5×1014 to 1017 n/s). Furthermore, this work 
also proves that effective optimisation solutions can be adopted, according to the requirements that 
will be defined for this diagnostics. 
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ABSTRACT. Power consumption of Data Center has negative impacts on 
environments. Researchers are adopting practical solutions to render Data Center 
“green” while maintaining a desirable level of quality of service or meeting 
customers’ Service Level Agreements (SLAs). Energy savings could be made in 
two noteworthy areas, namely: compute systems and cooling systems. A reliable 
cooling system is necessary to produce a persistent flow of cold air to cool servers 
which heat up due to increasing computational loads. Servers’ dissipated waste 
heat phenomena a critical on the cooling systems. So, it is crucial to identify 
hotspots that recurrently occur in the server zones. This is facilitated through the 
application of machine learning techniques to an available big dataset for thermal 
characteristics for High-Performance Computing ENEA Data Center, namely 
CRESCO6. We present an algorithm with the DC thermal characteristics as input 
parameters and aims to snapshot of the DC, try to reduce large thermal-gradient 
due to uneven distribution of server dissipated waste heat and increasing cooling 
effectiveness. The work presented comes from the Anastasiia Grishina's master’ 
thesis. 
 
KEYWORDS.  Data Center, HPC, Machine Learning, Big Data, Thermal, Hotspot, 
Cooling, Thermal management, workload assignment. 
 

 
 
1 Introduction 
 
A big chunk of worldwide produced electricity is through hydrocarbon combustion. Thus, this causes 
a rise in carbon emission and other Green House Gasses (GHG) in the environment, contributing to 
global warming. Data Centers (DC) worldwide were estimated to have spent about 271 billion kWh 
of electricity in the year 2010 [1] and in 2017, US DC used 90 billion kilowatt-hours of electricity 
[14]. According to [2], without any provision to reduce energy consumption, carbon emission is 
estimated to increase from 307 million tons in 2007 to 358 million tons in 2020. Servers in DCs 
consume energy that is related to processing assigned computing loads, and almost all of the energy 
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input is being dissipated as waste heat energy. Cooling systems are deployed to maintain the 
temperature of the computing servers at the vendor specified temperature for consistent and reliable 
performance. Koomey [1] emphasises that a DC energy input is primarily consumed by cooling and 
compute systems (including servers in chassis and racks). Thus, these two systems have been critical 
targets to affect energy savings.  
DC cooling involves the installation of cooling systems and useful hot/cold aisle configurations. Poor 
thermal management in a DC could be the primary contributor to IT infrastructure inefficiency due to 
thermal degradation. Server CPUs are the primary energy consumers and waste heat dissipators [4]. 
Generally, existing DC air-cooling systems are not sufficiently efficient to cope with the vast amount 
of waste heat generated by high performance-oriented microprocessors. Thus, it is necessary to 
disperse the dissipated waste heat so that there will be an even distribution of waste heat within a 
premise to avoid overheating. Undeniably, a more effective energy savings strategy is necessary to 
reduce energy consumed by a cooling system and yet efficient in cooling the servers (in the 
computing system). One known method is thermal-aware scheduling where a computational 
workload scheduling is based on expected waste heat dissipation. Thermal-aware schedulers adopt 
different thermal-aware approaches (e.g. system-level for work placements) [16]; execute ‘hot’ jobs 
on ‘cold’ compute nodes (Wang, et. al., 2009); predictive model for job schedule selection [17]; 
ranked node queue based on thermal characteristics of rack layouts (Liang, et. al., 2011) and 
optimisation (e.g. optimal setpoints for workload distribution and supply temperature of the cooling 
system (Van Damme, et. al., 2019). Heat modelling provides a model that links server energy 
consumption and their associated waste heat. Thermal-aware monitoring acts as a thermal-eye for the 
scheduling process and entails recording and evaluation of heat distribution within DCs. Thermal 
profiling (Chaudhry, et. al., 2015) is based on useful monitoring information on workload-related 
heat emission and is helpful to predict the DC heat distribution.  
Our analysis investigates the correlation between thermal-aware scheduling and computer workload 
scheduling for a better distribution of heat within a DC to avoid hotspots and cold spots. It is 
noteworthy that hotspots are identified through user (and or server) thermal profiling via 
unsupervised learning technique viewing the variability of thermal data and uncertainties in defining 
temperature thresholds.  
The novel contribution of the research presented in this work is thermal characteristics analysis using 
real big thermal characteristics monitoring dataset for the ENEA High-Performance Computing 
(HPC) CRESCO6 compute nodes [22]. Research conducted include the following: hotspots 
localisation [20, 21]; users categorisations based on submitted jobs to CRESCO6 cluster; compute 
nodes categorisation based on both internal servers and surrounding air temperatures [20, 21] due to 
workload related waste heat dissipation.  
Thermal characteristics data (i.e. exhaust air temperature, CPUs temperatures), are collected using 
thermal sensors. They serve as inputs to the clustering algorithm.  Next, a series of clustering results 
are intersected to unravel nodes (identified by IDs) that frequently fall into high-temperature areas. 
The paper is organised as follows: Introduction in Section 1, Background with related research in 
section 2; Section 3 discusses an action plan with a description of methodology; in Section 4, we 
discuss the impact of recommended actions; Section 5 for conclusions and future work. 
 
2 Background: Research done 
 
In the HPC-DC (High-Performance Computing Data Center) field it is crucial to satisfy service level 
agreements with minimal energy utilisation. DC energy efficiency has been a long-standing 
challenge due to a combination of multiple factors that determine DC energy efficiency [21]. 
Existing research strives to explore the trade-offs between performance (i.e. productivity) and 
sustainability (i.e. energy efficiency).  One of the thermal equipment-related challenges is raising the 
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setpoint of the cooling system or lowering the speed of CRAC (Computer Room Air Conditioning) 
fans to save energy, and reduce ambient temperatures (note: prolonged high temperatures could 
decrease IT systems reliability due to thermal degradation). To date, research to investigate on the 
relationship (if any) between optimal the cooling system energy consumption and long-term IT 
system reliability is yet to be conducted [8]. Another long-standing challenge is IT resource over-
provisioning that causes energy waste due to underutilised or idle servers. Reviewed research 
explores an optimal allocation of PDUs (Power Distribution Units) for servers, multi-step algorithms 
for power monitoring, and on-demand provisioning [8].  
As far as metrics are concerned, one standard and widely accepted DC energy efficiency metric is 
Power Usage Effectiveness (PUE) proposed by Green Grid Consortium [2]. It shows the ratio of total 
DC energy utilisation with respect to the energy consumed solely by IT equipment. In general, DC 
energy efficiency metrics encompasses the following:  thermal characteristics; the ratio of renewable 
energy use; energy productivity of various IT system components, and etc. The scientific community 
is yet to rigorously explore a holistic framework that would comprehensively characterise DCs using 
a fixed set of metrics and reveal potential pitfalls in DC operations. Though some current research 
work has made such attempts but to date, we are yet to have a standardised framework [9] [13]. To 
reiterate, the thermal characteristics of the IT system ought to be the primary focus of an energy 
efficiency framework because it is the main contributing factor to energy consumption within a DC. 
Several kinds of research have been conducted to address this issue. In [11], the authors propose an 
ambient temperature‐aware capping to maximize power efficiency while minimising overheating. 
Their research includes an analysis of the composition of energy consumed by a cloud-based DC. 
Their findings for the design of DC energy consumption are roughly 45% for computing systems; 
40% for refrigeration-based air conditioning; remaining 15% for storage and power distribution 
systems. Additionally, about 50% of DC energy is spent on non‐computing devices. In [6], the 
authors present an analytical model that describes DC resources with heat transfer properties and 
workloads with thermal features. Thermal modelling and temperature estimation based on thermal 
sensors collected and analysed data ought to consider the emergence of server hotspots and heat 
islands within the premise due to the increase in inlet air temperature, inappropriate positioning of a 
rack, ineffective airflow,  or even inadequate room ventilation.  
However, there is no reference to heat-modelling or thermal-monitoring cum profiling. Kong et al. 
[4] emphasise important notions of thermal-aware profiling, thermal-aware monitoring, and thermal-
aware scheduling. Thermal-aware techniques are linked to the minimisation of waste heat production, 
heat convection around server cores, task migrations, and thermal-gradient across the microprocessor 
chip and microprocessor power consumption. Finally, Dynamic thermal management (DTM) 
techniques in microprocessors ncompass the following: Dynamic Voltage and Frequency Scaling 
(DVFS), Clock gating, task migration, and Operating System (OS) based DTM and scheduling. In 
[5], Parolini et al. propose a heat model; provide a brief overview of power and thermal efficiency 
from microprocessor micro-level to DC macro-level. In this paper, the authors incorporate thermal-
aware scheduling, heat modelling, thermal aware monitoring and thermal profiling. This experiment 
involves measurement, quantification, and thermal analysis of compute nodes and cooling systems. 
The analysis aims to uncover underlying causes that cause temperatures to rise that leads to the 
emergence of thermal hotspots. Overall, effective DC management requires energy use monitoring, 
significantly, energy input, IT energy consumption, monitoring of supply air temperature and 
humidity at room level (i.e. granularity level 0 in the context of this research), monitoring of air 
temperature at a higher granularity level (i.e. Computer Room Air Conditioning/Computer Room Air 
Handler (CRAC/CRAH) unit level, granularity level 1). DC energy efficiency metrics will not be  
critically reviewed in this work and the subsequent discussion focuses on thermal guidelines from the 
American Society of Heating, Refrigerating And AC Engineers (ASHRAE) [7]. 
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3 Action Plan 
 
To avoid hotspots and optimise cooling effects, we must detect server nodes that often occur in the 
hotspot zones through the application of a machine learning clustering algorithm on the workload 
management platform. The significant thermal characteristics dataset of ENEA Portici CRESCO6 
computing cluster is employed for an analysis which includes 24 measured values (or features) for 
each single calculation node (see Table 1) and comprises measurements for the whole year 2019 of 
434 calculation nodes and 20832 cores. The power consumption massive computing workloads 
amount to a maximum of 190 kW. 
 

Table 1. Thermal Characteristics Dataset – description of features. 
Feature Description 

Nodename server ID, integer from 1 to 434 
Timestamp timestamp of a measurement 
System, CPU, Memory Power Node instantaneous power, memory power, CPU power use in three corresponding 

columns (expressed in Watt) 
Fan 1a, Fan1b, 
…,  
Fan 5a, Fan 5b 

Speed of a cooling fan installed inside the node (expressed in RPM - revolutions 
per minute) 

System, CPU, Memory, I/O 
utilisation 

Percentage values of CPU, RAM memories and I/O utilization 
 

Inlet, CPU1, CPU2, Exhaust 
temperature 

Temperature at the front, inside (on CPU1 and CPU2) and at the rear of every 
single node (expressed in Celsius) 
 

SysAirFlow Speed of air traversing the node expressed in CFM (cubic foot per minute) 
DC Energy Meter of total energy used by the node, updated at corresponding timestamp and 

expressed in kWh 
  

 
 
3.1 Energy Saving Method 
 
Thermal-aware DC scheduling is designed based on real monitoring data of active cluster nodes in an 
actual physical DC. Data collected are related to inlet air temperature, the internal temperature of 
each node, the energy consumption of CPU, RAM, memory, etc; environmental  parameters (e.g.  air 
temperatures and humidity in both the hot and cold aisles); cooling system related parameters and 
finally, individual users who submit their jobs to a cluster node. We explore the relationship between 
dynamic workload assignment and energy consumption of compute as well as cooling systems [22]. 
The constraint is that each arrived job must be assigned irrevocably to a particular server without any 
information about impending incoming jobs. Once the job has been assigned, no pre-emption or 
migration is allowed, which a typical rule observed for HPC applications due to high data 
reallocation incurred costs. In particular, we create a plan for advanced physical as well as static job 
placement in compute nodes based on rack slot availability within the DC. The map forms a matrix 
comprising computing units with specific characteristics and certain resource availability level at a 
given time t. The primary goal is to create a list of candidate nodes to deliver “calculation 
performance” required by a user’s job. When choosing the candidate nodes, the job-scheduler will 
evaluate the suitability of the thermally cooler nodes (at the instant t) based on their capability to 
satisfy a user’s SLA. To improve job scheduler-related decision making, it is essential to know in 
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advance, the type of job a user will submit to a node(s) for computation. Such insight is provided by 
several years’ worth of historical data and advanced data analytics using machine learning 
algorithms. Through Platform Load Sharing Facility (LSF) accounting data, we code user profiles 
into four macro-categories:  
1. CPU_intensive 
2. MEMORY_intensive 
3. CPU&MEMORY_intensive 
4. CPU&MEMORY_not intensive 
 
Related terms are as follows: 1) CPU-intensive - applications that are computation intensive; 2) 
Memory-intensive-a significant portion of these applications require RAM processing and disk 
operations. 
This classification facilitates energy savings and better task allocation to cluster nodes with the 
primary goal of overall node temperatures reduction. Additionally, when job allocation is evenly 
distributed, emergence of thermal hotspots and cold spots could be avoided. The temperatures of the 
calculation nodes could be evened out, thus, resulting in a more even distribution of heat across the 
cluster.  
 
3.2 Profiled log for users and workloads comprehension 
 
The main reasons for understanding users’ behaviour are as follows. 
• Identify parameters based on the diversity of submitted jobs for user profiling; 
• Analyse the predictability of various resources (e.g. CPU, Memory, I/O); and 
• Identify their time-based usage patterns. 
Such useful information will feed into building predictive models for estimating future CPU and 
memory usage based on historical data carried out in the LSF platform. The abstraction of 
behavioural patterns in the job submission and its associated resource consumption is necessary to 
predict future resource requirements. The user profile is created based on submitted job-related 
information. A crosstab of the accounting data provided by the LSF platform and resource 
consumption data help guide the calculation of relevant thresholds that code jobs into several distinct 
utilisation categories. The procedure is straightforward and provide rough estimates to draw 
appropriate conclusion such as: “if the CPU load is high (e.g., over 90%) during almost 60% of the 
job running time for an application, then the job can be considered as a CPU-intensive one. The 
objective for the job-scheduler is the optimisation of task scheduling activities when a job with the 
same AppID (i.e. the same type of job) or the same username is re-submitted to a cluster. In case of a 
match with the previous AppID or username, related utilisation stats from the profiled log are 
retrieved. Based on the utilisation patterns, this particular user/application will be placed into one of 
the four previously discussed categories.  Once a job is categorised, a thermally suitable node is 
selected to satisfy the task calculation requirements. A task with high CPU and memory requirement 
will not be immediately processed until the node temperature is well under a safe temperature 
threshold. Node temperature refers to the difference between the node’s outlet exhaust air and inlet 
air temperatures (note: this generally corresponds to the air temperature in the aisles cooled by the air 
conditioners).  
 
3.3 Machine learning for hotspot localisation and thermal follow-up study [20] 
 
Typical statistical analysis of temperature measurements could not uncover specific nodes or groups 
of nodes which cause rack hotspots. We employ the methodology in [20, 21]  to apply machine 
learning techniques for node clustering to localise hotspot. Locating hotspots on CRESCO6 group of 
nodes is accomplished through clustering of sequential sets of nodes into clusters with higher or 
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lower hot aisle and internal server temperature. Therefore, a Machine Learning clustering technique 
is selected for deeper analysis of hotspots location and applied to the dataset of nodes temperature 
measurements. The phases of data analysis involve data cleansing and dataset organization, three 
data analysis substages which lead to results exploitation in the form of recommendations for the DC. 
Sequential clustering firstly begins with determining the optimal number of clusters made with the 
use of two indices, actual clustering of servers into groups with low, medium and high surrounding 
air temperature ranges and consolidation of results to achieve the most frequently occurred cluster 
label for each server. [20] 
In this paper, K-Means algorithm is selected for clustering the nodes for numerous reasons: 
• the number of features used for clustering is small, therefore, formulated clustering problem 
is simple and does not require more complex algorithms; 
• K-Means has linear computational complexity which makes it fast to use for the type of 
problem in question. While the formulation of the problem is simple, it requires several thousands of 
repetitions of clustering for each set of N nodes. From this point of view, the speed of the algorithm 
becomes an influential factor; 
• K-Means’ weak point, namely random choice of initial centroids, which can lead to different 
results when different random generators are used, is not assumed as an issue in the current case, 
since the nodes are clustered several times based on sets of measurements taken at different 
timestamps and minor differences brought by randomness will be outperformed by repetition of 
clustering procedure. 
 
The number of clusters K is an unknown parameter which is estimated for each of the three 
combinations separately using two metrics: 1-average Silhouette Coefficient and 2-Within Cluster 
Sum of Squares (WCSS) metric [18], [19].  
In brief, Silhouette coefficient is computed for each clustered sample and shows how much clusters 
are isolated from each other or the quality of clustering. The +1 value of Silhouette index for a 
specific number of clusters K indicates the high density of clusters, -1 shows incorrect clustering and 
0 stands for overlapping clusters, therefore, we will focus on local maxima of this coefficient. WCSS 
is used in the Elbow method of determining the number of clusters and is used here to support the 
decision obtained from Silhouette coefficient estimation. It measures the compactness of clusters, and 
the optimal value of K is the one that results in the “turning point” or an “elbow” of the WCSS(K) 
graph. In other words, increasing the number of clusters after reaching the elbow point will not result 
in significant improvement of clusters compactness. Although it could be argued that other indices 
could be additionally used for determining the number of clusters, the combination of the two 
aforementioned methods has converged on the same values of K, which is assumed to be sufficient 
for this current research. [20] 
Once the optimal number of clusters is obtained, actual clustering is performed for the chosen bases. 
For every cluster base we further examine how frequently every node is assigned to each cluster and 
deduce the final cluster label and corresponding sets of nodes. Subsequently, sets of nodes in the hot 
range for every cluster base are intersected to unravel nodes that are clustered to be in “danger” or 
hot zone with the highest frequency by three clustering algorithms. Sequential clustering is further 
performed for each set of N=434 samples based on three combinations of available thermal data: 
exhaust (base 1), CPU (base 2), exhaust and CPU temperature measurements. The full dataset 
consists of M=80000 sets of temperature monitoring data where each set consists of 434 node 
samples with data from sensors installed in different locations. Two metrics are computed for random 
sets to be clustered. 
A number of clusters could be determined using several approaches that are currently widespread 
among data scientists. However, none of them is considered accurate as they all provide an 
approximate value. This work utilizes two methods: 1-Within Cluster Sum of Squares (WCSS) or an 
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elbow method, and 2-average Silhouette Index. The method is based on the idea that increasing the 
number of clusters after the turning point or an elbow is not meaningful. 
In the Average Silhouette method, a Silhouette index is computed for every data point or every 
member of every cluster and then is averaged over all data points. It estimates consistency of the data 
within clusters and should be maximized for better separation of the clusters. During sequential 
clustering each node has been labelled with a certain temperature range cluster. Since clustering is 
repeated for each set of measurements grouped by time label ti, every node is clustered several times 
and marked with different labels while the algorithm is in progress. 
This information implicitly implies the duration of a particular node exists in a certain temperature 
range. Here, the nodes most frequently occur in the medium temperature range for all cluster bases. 
However, some nodes remain in the hot range for more than 50% of clustering cases. When nodes 
persist in the hot range for an extended period or often fall in this range, it implies that they are 
subject to reduced reliability and accessibility as they are tuned to switch to lower power mode when 
overheated. Therefore, we continue with the analysis to identify the actual node IDs that have most 
frequently been clustered within the hot ranges. The main result of this analysis is detection of the hot 
range node. Such models provide an overview of the whole IT room air temperature distribution, 
whereas the area of interest is limited by racks and their immediate proximity. Therefore, with less 
computational power (and thus energy consumption) analysis techniques of this phase have brought 
about sufficient information to incentivize improvement of thermal conditions. 
 
3.4 Real-time workload management based on Thermal awareness: Cluster evaluation 
 
It is beneficial to have an overview of relevant thermal parameters (e.g. temperatures of each 
component in the calculation nodes) for each cluster to facilitate efficient job allocation by the job-
scheduler. Generally, a snapshot is obtained through direct interrogation of the nodes and installed 
sensors in their vicinity, or inside the calculation nodes. For each individual node, all available 
parameters are evaluated, though the highly prioritised parameter is the difference between the 
node’s inlet and exhaust air temperatures. If there is an evident difference, then we deduce that the 
node is very busy and the same for each calculation node until we have virtually stored relevant 
information in a matrix that represents the state of the entire cluster. For new job allocation, the 
scheduling algorithm will choose a node based on its states depicted in the matrix (e.g. recency or 
Euclidean distance, its internal temperature, etc...).  Through this, generated waste heat is evenly 
distributed over the entire "matrix" of calculation nodes so that hotspots could be significantly 
reduced. Moreover, a user profile is an equally important criterion for resource allocation. This is due 
to the fact that user profiles provide insights into user consumption patterns and the type of submitted 
jobs and their associated parameters. For example, if we know that a user will perform CPU-
intensive jobs for 24 hours, we will allocate the job in a "cell" (calculation node) or a group of cells 
(when the number of resources requires many calculation nodes) that are physically well distributed 
or with antipodal locations.  This selection strategy aims to evenly spread out the high-density nodes 
followed by the necessary cooling needs. This will help minimise DC hotspots and ascertain efficient 
cooling with reduction in cooling-related energy consumption. 
 
4 Impact of action and discussion 
 
As previously discussed, we have created user profiles based on submitted job-related information. 
Undeniably, these profiles are dynamic because they are constantly revised based on user resource 
consumption behaviour.  
The following design principles guide the design and implementation of the job scheduler:  
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1) Job categories - assign an incoming job to one of these 4 categories: CPU-intensive, 
memory-intensive, neither CPU nor memory-intensive, and both CPU and memory-intensive 
tasks;  

2) Utilization monitoring - monitoring CPU and memory utilization while making scheduling 
decisions;  

3) Redline temperature control - ensure operating CPUs and memory under threshold 
temperatures;  

4) Average temperatures maintenance - monitor average CPU and memory temperatures in a 
node and manage an average exhaust air temperature across a cluster.  

To reiterate, user profile categorisation is facilitated by maintaining a log profile of both CPU and 
memory utilization for every job (with an associated user) processed in the cluster. A log file 
contains the following user-related information: (1) user ID; (2) Application identification; (3) the 
number of submitted jobs; (4) CPU utilization; (5) memory utilization. 
 
4.1 Baseline of analysis 
 
By applying the discussed evaluation criteria, we obtain four associated user categories. The 
algorithm always makes a comparison between a job just submitted by a user and the time series (if 
any) of the same user. If the application launched or the type of submitted job remains the same, then 
the user will be grouped into one of the 4 categories. During each job execution, the temperature 
variations of the CPUs and memories are recorded at pre-established time intervals. Finally, it 
continuously refines the user behaviour based on the average length of time the user uses for the job. 
This will provide a more accurate user (and job) profile because it allows for reliable information on 
the type of job processed in a calculation node and its total processing time.The job scheduler will 
exploit such information for better job placement within an ideal array of calculation nodes in the 
cluster. A preliminary study is conducted to provide insight into the functioning of the clusters. For 
over 1 year, we have observed the power consumption (Fig. 1) and temperature (Fig. 2) profiles of 
the nodes with running workloads. We have depicted energy consumed by the various server 
components (CPU, memory, other) in Figure 3 and presented a graph that highlights the difference in 
energy consumption between idle and active nodes (Fig. 4).  
It is observed that for each node, an increase in load effects an increase in temperature difference 
between inlet and exhaust air for that particular node. Figure 5 [20] depicts the average observed inlet 
air temperature (blue segment, and in the cold aisle), and exhaust air temperature at their rear side) 
amaranth segment, in the hot aisle). Note that the temperature measurements are also taken two 
CPUs adjacent to every node. The setpoints of the cooling system are approximately 18°C at the 
output and 24°C at the input of the cooling system – as respectively shown in Figure 5 as blue and 
red vertical lines. However, it appears that the lower setpoint is variable (supply air at 15-18°C) 
while the higher setpoint varies from 24-26°C. As observed from the graph, the cold aisle maintains 
the setpoint temperature at the inlet of the node, which affirms the efficient design of the cold aisle 
(i.e. due to the use of plastic panels to isolating the cold aisle from other spaces in the IT room). 
However, the exhaust air temperature has registered on average, 10°C higher level than the hot aisle 
setpoint. Notably, exhaust temperature sensors are directly located at the rear of the node (i.e. in the 
hottest parts of the hot aisle. 
 

217 



! 

" 
" 

)*+&'(&9'1!.12.151)363$?1!5'621!+,!S+-1.!2.+,$/1! !"#$%&!"#$%#&'()&#!%&*+,-#.!/.)0.#(!*+!1!$*2(34!*2! 
2+.3$+)!+)!6?1.6%1!,+.!6//!6?6$/6#/1!)+0158!S+-1.! '5#&'6#!+*&!'--!'5',-'0-#!2*7#.8!9*7#.!'&#!.*&(#7!,2! 
&+)5(723$+)!0636513!,+.!6!5(#513!+,!BFF!0645! (3#!*&7#&!*+!#:3').(!',&!(#$%#&'()&#!,2;&#'.#!<=>?8! 
GBFH8! 

" 
" 

" 

)*+&-(!_)1.%4!&+)5(723$+)!$)!$0/1!6)0!6&3$?1! 
)+015!=5(#513!+,!P!7+)3'5>!GBFH" 

)*+&,(!"?1.6%1!1)1.%4!26.3$+)$)%!,+.!6//!)+015!+,! 
&/(531.!Aa_JAVW!GBFH! 

" 

! 
9'1.1,+.1:!$3!$5!+#51.?10!3'63!'+352+35!6.1!0131&310!63!3'1!#6&*!+,!51.?1.!.6&*5:!-'$/1!3'1!'+3!6$5/1!6$.! 
$5!&'$//10!0+-)!3+!3'1!BMLBWtA8!9'$5!$5!0(1!3'1!$)1,,1&3$?1!&++/$)%!545317!=$818!Aa"A!545317>!-'$&'! 
.15(/35!$)!'+3!6$.!$)36*1:!6$.!&$.&(/63$+)!6)0!&+/0L'+3!6$.!7$U!$)!3'1!'+3!6$5/18! 
h16)-'$/1:!3'1!2.1?$+(5/4!71)3$+)10!31721.63(.1!0$,,1.1)&1!+,!DFtA!#13-11)!3'1!'+352+35!6)0!3'1! 
67#$1)3!31721.63(.1!().6?1/5!3'1!&++/$)%!545317!-16*!2+$)35!#1&6(51!$3!&+(/0!)+3!0$.1&3/4!&++/!3'1! 
'+352+358!A+/0!6$.! ,/+-5! 3'.+(%'! 3'1!)+01!6)0! $5!7165(.10!63! 3'1! $)/13:! 3'1)!63!ASI!B!6)0!ASI!D! 
/+&63$+)5! =0$.1&3/4! +)! 3'1! ASI5>! 6)0! ,$)6//4:! 63! 3'1! 1U'6(53! 2+$)3! +,! 3'1! 51.?1.8! 9'1! 0$,,1.1)&15! 
#13-11)! +#51.?10! 31721.63(.1! .6)%15! $)! 3'151! /+&63$+)5! 6.1! 6?1.6%10! ,+.! 6//! 3'1! )+0158! ")! 
$)?153$%63$+)!+)!3'1!+#51.?10!31721.63(.1!0$53.$#(3$+)!&+)3.$#(315!3+!3'1!+?1.6//!()01.536)0$)%!+,!3'1! 
3'1.76/!&'6.6&31.$53$&5:!65!$3!2.+?$015!6)!+?1.?$1-!+,!3'1!2.1?6$/$)%!31721.63(.15!5'+-)!$)!g$%(.1!O! 
6)0!g$%(.1!W8!g+.!1?1.4! 3421!+,! 3'1.76/!51)5+.5:! 3'1! 31721.63(.1!?6/(15!6.1! .1&+.010!65!6)! $)31%1.! 
)(7#1.:! 5+! 3'1! 21.&1)36%1! +,! +&&(..1)&15! +,! 16&'! ?6/(1! $5! &6/&(/63108! 9'1! $)/13! 6$.! 31721.63(.1! $5! 
.1%$531.10!6.+()0!DPtA!$)!3'1!76[+.$34!+,!&6515!6)0!'65!.$51)!(2!3+!BPtA!$)!6.+()0!F8FFFDf!+,!&65158! 
T3!&+(/0!#1!&+)&/(010!3'63!3'1!&+/0!6$5/1!31721.63(.1!.176$)5!6.+()0!3'1!DOLDPtA!5132+$)3!,+.!7+53!+,! 

218! 



! 

3'1!7+)$3+.10!21.$+08!a6)%15!+,!3'1!1U'6(53!31721.63(.1!6)0!3'+51!+,!ASI5!D!6)0!B!6.1!$)!3'1!.6)%1! 
BFLWFtA! -$3'! 7+53! ,.1\(1)3/4! 7+)$3+.10! ?6/(15! $)! 3'1! $)31.?6/5! +,! DPLOFtA8! "/3'+(%'! 3'151! 
+#51.?63$+)5! 7$%'3! $)&(.! 7165(.171)3! 1..+.5:! 3'14! .1?16/! 51?1.5! 3'63! 6.1! 63! .$5*5! +,! ,.1\(1)3! 
+?1.'163$)%!-'1)!#1)&'76.*10!-$3'!76)(,6&3(.1.Z5!.1&+771)063$+)!0636!5'11358!GBFH! 
! 

! 
)*+&.(!91721.63(.1!+#51.?10!+)!6?1.6%1!$)!6//!)+015!0(.$)%!K!7+)3'5!-$3'!?1.3$&6/!/$)15! 

&+..152+)0$)%!3+!&+/0!6)0!'+3!6$5/1!5132+$)358!GBFH!! 
! 

"00$3$+)6//4:!3'$5!53(04!,+&(515!+)!?6.$63$+)!#13-11)!5(#51\(1)3!3'1.76/!7165(.171)35!-$3'!3'1!6$7! 
+,!1U2/+.$)%!31721.63(.1!536#$/$34!6.+()0!3'1!)+0158!"//!31721.63(.1!34215!'6?1!0$53$)&3!216*5!+,!e1.+! 
?6.$63$+)!-'$&'!01&.16515!547713.$&6//4!6)0!655(715!6!;6(55$6)!0$53.$#(3$+)8!T3!&+(/0!#1!&+)&/(010! 
3'63! 31721.63(.1! 31)05! 3+! #1! 536#/1! $)! 3'1! 76[+.$34! +,! 7+)$3+.10! &65158! <+-1?1.:! 3'1! %.62'5! ,+.! 
1U'6(53! 6)0! ASI5! D! 6)0! B! 31721.63(.1! ?6.$63$+)! =g$%(.1! W! .1?16/! 3'63! /155! 3'6)! F8FFDf! +,! 3'1! 
.1&+.010!7165(.171)35!5'+-!6)!672/$3(01!+,!6$.!31721.63(.1!&'6)%15!+,!BFtA!+.!7+.1!+&&(..$)%!63! 
&+..152+)0$)%!/+&63$+)5>8! 
g(.3'1.!$)?153$%63$+)!$5!)11010!3+!()&+?1.!&6(515!+,!6#.(23!31721.63(.1!&'6)%15!5+!3'63!622.+2.$631! 
7165(.15! &+(/0! #1! ()01.36*1)! #4! @A! +21.63+.5! 3+! 76$)36$)! 2.+/+)%10! 21.$+05! +,! &+)536)3/4! 
,6?+(.6#/1!&+)0$3$+)58!E1!2.+2+51!6!5&'10(/1.!(2%.601!-'$&'!6$75!3+!+23$7$51!ASI!6)0!717+.$15L 
.1/6310! .15+(.&1! 6//+&63$+):! 65! -1//! 65! 1U'6(53! 6$.! 31721.63(.15! -$3'+(3! .1/4$)%! +)! 2.+,$/1! 
$),+.763$+)8!S.15&.$#10!36.%135!,+.!3'1!2.+2+510![+#!5&'10(/1.!6.1!5'+-)!$)!96#/1!B8! 
! 

!"#$%&/(!J&'176!-$3'!2.1,$U10!36.%13!,+.!$72.+?10![+#!5&'10(/1.8!! 
! ;'-,-)#9!L-G!)*8#9&=#'! 

!"#$"%&'!$ !"#$%&'$()*+,),-($%)+.)&/0'01-/0+.)-.%) 
/$23$4-/&4$)0.5+42-/0+.)6-/#$4$%)-/)4&.7/02$) 

'()$*++"#,-.,/$ "55$%)5!6![+#!3+!3'1!&++/153!)+01!$)!6!&/(531.!63! 
6)4!2+$)3!$)!3$71! 

'()$012.345",#$ J&'10(/15!6![+#!+)!3'1!&++/153!)+01!$)!6!&/(531.! 
6.-7.89/48.$1(,/8(5$ h6$)36$)5!()$,+.7!31721.631!6&.+55!6!&/(531.! 
012%&345*6*57& "3!/1653!OFf!6.1!6&3$?1!)+015!63!6)4!%$?1)!3$71! 

$)!6!&/(531.! 
891:& E+.*5!#1331.!-$3'!6!/6.%1!&/(531.! 
;1<:& V?1.'160!+,!&+77()$&63$+)!+,!31721.63(.1!6)0! 

(3$/$e63$+)!$),+.763$+)! 
! 
9'1!2.+2+510![+#!5&'10(/1!63317235!3+!0$,,1.1)3$631!3'1!,+//+-$)%b!#13-11)!ASIL$)31)5$?1!365*5!6)0! 
717+.4L$)31)5$?1! 365*5X! &+)5$01.! ASI! 6)0! 717+.4! (3$/$e63$+)! 0(.$)%! 3'1! 5&'10(/$)%! 2.+&155X! 
76$)36$)!ASI!6)0!717+.4!31721.63(.15!()01.!3'1!3'.15'+/0!.10/$)1!31721.63(.15X!7$)$7$51!3'1!! 

219! 

https://31721.63(.15
https://7165(.15
https://7+)$3+.10
https://7+)$3+.10


    
 

        
  

  
 

! 

! 

! ! 

!"# # # # # # $"# 

! ! 

%"# # # # # # &"# 

)*+&=(!@$53.$#(3$+)!+,!7+)$3+.10!31721.63(.1!?6/(15!36*1)!,+.!6//!)+015!6)0!7+)3'5!GBFH8) 
! 
6?1.6%1!1U'6(53!6$.!31721.63(.1!+,!)+015!3+!.10(&1!&++/$)%!&+538!T3!36*15!$)3+!6&&+()3!$),+.763$+)!+)! 
'+352+35! 01.$?10! ,.+7! 76&'$)1! /16.)$)%! 2.+&10(.15! 6)0! ,110#6&*! +,! )+01! 5363(5! 3'.+(%'! \(1.$10! 
A+),/(1)3!2/63,+.7!GDOH!=7+)$3+.$)%!5+,3-6.1!$)536//10!+)!16&'!)+01>8!E'1)!6//!3'1!)+015!6.1!#(54:! 
3'1![+#!5&'10(/1.!-$//!76)6%1!3'1!31721.63(.15:!17#6.*5!+)!6!/+60!#6/6)&$)%!2.+&10(.1!#4!*112$)%! 
3.6&*!+,!3'1!&++/153!)+015!$)!3'1!&/(531.8!T)!0+$)%!5+:!3'1!5&'10(/1.!&+)3$)(15![+#!1U1&(3$+)5!1?1)!$)! 
'+3!413!()0676%$)%!&+)0$3$+)58!9'1! [+#!5&'10(/1.!76$)36$)5! 3'1!6?1.6%1!&/(531.!ASI!6)0!717+.4! 
(3$/$e63$+)! .12.151)310! #4! IluASI6?%v! 6)0! Iluh_h6?%v:! ASI! 6)0! 717+.4! 31721.63(.15! 
.12.151)310!#4!9luASI6?%v:!9luh_h6?%v:!.1521&3$?1/48!9'1!%+6/!+,!+(.!1)'6)&10![+#!5&'10(/1.!$5! 
3+!76U$7$e1!3'1!AVS!=&+1,,$&$1)3!+,!21.,+.76)&1>8!c1/+-!6.1!3'1!C!&+)53.6$)35!=63!)+015!/1?1/>!,+.! 
+(.!1)'6)&10!5&'10(/1.b! 
! 

1.! check constraint Ti
CPU (instant i) < TCPUAvg 

2.! otherwise, check constraint Ti
Mem<TMemavg 

3.! TMemavg < TMemMax and TCPUavg < TCPUMax 

4.! Ti
out! ( ) / N

5.! Each job is assigned to utmost one node 
6.! Minimise response time of job 

! 
E$3'!3'1!,$.53!6)0!51&+)0!&+)53.6$)35!#1$)%!563$5,$10:!1)5(.1!3'63!3'1!717+.4!6)0!ASI!31721.63(.15! 
.176$)! #1/+-! 3'1! 3'.15'+/0! 31721.63(.158! T,! 6! &/(531.Z5! )+015! 1U&110! 3'1! .10/$)1! 3'.15'+/0:! 3'1)! 
+23$7$e1!3'1!31721.63(.1!#4!655$%)$)%![+#5!3+!3'1!&++/153!)+01!$)!3'1!&/(531.:!65!,6.!6-64!65!2+55$#/1! 
,.+7!6!'+352+38!9'1!3'$.0!&+)53.6$)3!521&$,$15!3'63!$,!3'1!6?1.6%1!31721.63(.1!+,!717+.4!+.!ASI!.$515! 
6#+?1! 3'1! 76U$7(7! 31721.63(.1:! 3'1)! 3'1! 5&'10(/1.! 5'+(/0! 53+2! 5&'10(/$)%! 365*5! 65! $3! 7$%'3! 
1)&+()31.!'6.0-6.1!,6$/(.158!9'1!,+(.3'!&+)53.6$)3!536315! 3'63! 3'1!1U'6(53!6$.! 31721.63(.1!+,!6!)+01! 
5'+(/0! #1! 3'1! 5671! +.! /155! 3'6)! 3'1! 6?1.6%1! 1U'6(53! 6$.! 31721.63(.1! +,! 3'1! &/(531.! =36*$)%! $)3+! 
&+)5$01.63$+)!`!)(7#1.!+,!)+015>8!9'1!,$,3'!&+)53.6$)3!1)5(.15!3'63!6!)+01!%135!(37+53!+)1![+#!63!6! 
5$)%/1!2+$)3!$)!3$718!! 

220! 

https://E$3'!3'1!,$.53!6)0!51&+)0!&+)53.6$)35!#1$)%!563$5,$10:!1)5(.1!3'63!3'1!717+.4!6)0!ASI!31721.63(.15
https://31721.63(.15
https://2.+&10(.15


 

 

 
The following is the description of our algorithm: 
 
****matrix of node with position r-ow and c-olumn**** 
Cluster= matrix[r,c] 
Hotspot_list= hotspot_list(Cluster) //from machine learning procedure 
user=getUSERfromSubmittedJob_in_LSF 
Jobtype= getJobProfile(user)  
 
****push the values of utilization and temperature for cpu and memory into matrix***** 

for (i=0; i=number_of_node;i++) do 
 nodename = getnodeName(i)  
 Uicpu = getCPU_Utilization(nodename) 
 Uimemory = getMEMORY_Utilization(nodename) 
 Ticpu = getCPU_Temperature(nodename) 
 Timemory = getMEMORY_Temperature(nodename) 
End for 
 

*************if a user is not profiled *************** 
 if Jobtype= null then  
 **********try to understand job type at run time***********  
  if (Ucpu <= U_threshold_cpu) && (Umemory <= U_threshold_memory) then 
   Jobtype=easyJob 
  else if (Ucpu>U_threshold_cpu) && (Umemory < U_threshold_memory) then 
   Jobtype=CPUintensiveJob 
  else if (Ucpu<U_threshold_cpu) && (Umemory > U_threshold_memory) then 
   Jobtype=MEMORYintensiveJob 
  else  
   Jobtype=CPU&MEMORYintensiveJob  
  end if 
 end if 
 
******** I try to find the candidate nodes for each type of job*********** 
avgTempCluster= avgTemp(Cluster) 
minT_nodename= getTempNodename(minTemp(Cluster)) 
maxT_nodename=getTempNodename(maxTemp(Cluster)) 
 
***********intervals of temperatures for candidate nodes************* 
bestCPUIntensiveNode=getNode (minT_nodename, minT_nodename+25%, Hotspot_list)) 
bestMEMORYIntensiveNode= getNode(minT_nodename+50%, minT_nodename+75%, Hotspot_list) 
bestCPU&MEMORYIntensiveNode= getNode(minT_nodename+25%, minT_nodename+50%, Hotspot_list) 
bestEasyJob= getNode(maxT_nodename, maxT_nodename-25%, hotspot_list ) 
 
******************job assignments************************** 

if Jobtype= CPUintensiveJob then 
assignJob (bestCPUIntensiveNode)  

else if Jobtype= MEMORYintensiveJob then 
assignJob (bestMemoryIntensiveNode)  

else if Jobtype= CPU&MEMORYintensiveJob then 
assignJob(bestCPU&MEMORYIntensiveNode)  

else  
assignJob(bestEasyJob) 

end if 
 
The algorithm takes the node matrix and lists of hotspots by considering the physical arrangement of 
every single node inside the racks. Firstly, obtain the profile of the user who submits a resources 
request. This is done by retrieving the user’s profile from a list of stored profiles. If the user profile 
does not exist, then when a user executes a job for the first time, the algorithm calculates a profile 
instantaneously. All the indicated threshold values are operating values calculated for each cluster 
configuration and are periodically recalculated and revised according to the use of the cluster nodes. 
Subsequently, some temperature calculations are made from the current state of the cluster (through a 
snapshot of the thermal profile). Finally, the last step is to assign the job to the node based on the 
expected type of job. Through this, the algorithm helps avert the emergence of hotspots and cold 
spots by uniformly distributing the jobs in the cluster. 
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5 Conclusion and Future Work 
 
Energy efficiency ought to be the ultimate goal for a DC with a sizeable high-performance 
computing facility to support the development of sustainability targets. This work primarily focuses 
on two significant aspects: IT equipment energy productivity and thermal characteristics of an IT 
room and its infrastructure. The findings of this research are based on the analysis of available 
monitored thermal characteristics-related data for CRESCO6. These findings feed into 
recommendations for enhanced thermal design and better load management. In this research, 
clustering performed on big datasets for CRESCO6 IT room temperature measurements has grouped 
nodes into clusters based on their thermal ranges followed by uncovering the clusters they frequently 
subsume during the observation period. Additionally, a machine-learning algorithm has been 
employed to detect better the hotspots and about 8% of the nodes have been frequently placed in the 
hot range category (thus labelled as hotspots). Some measures to mitigate risks associated with the 
issue of hotspots have been recommended: more efficient directional cooling, load management, and 
continuous monitoring of the IT room thermal conditions. This research brings about two positive 
effects in terms of DC energy efficiency. Firstly, being a thermal design pitfall, hotspots pose as a 
risk of local overheating and servers thermal degradation due to prolonged exposure to high 
temperatures. Undeniably, information of hotspots localisation could facilitate better thermal 
management of the IT room where waste heat is evenly distributed. Thus, it ought to be the focus of 
enhanced thermal management in the future. Secondly, we discussed ways to avert hotspots through 
thermal-aware resource allocation (i.e. select the coolest node for a new incoming job), and selection 
of nodes (for a particular job) that are physically distributed throughout the IT room. This work 
targets on a scheduling algorithm aiming at allocating workload to physical hosts of Data Centers in 
such a way that the target host will not be overloaded or over-heated. This means that we schedule 
calculation nodes with respect to the temperature and CPU utilization of processors. 
Under normal operational conditions of a Data Center, therefore, with a non-HPC platform, our 
scheduler is easily deployable which can bring about estimated savings of approximately 7% of 
ENEA Data Center electricity consumption. It is obvious that for each Data Center, the estimate 
varies due to other factors. Generally, with new generation equipment (calculation nodes+air 
conditioners) the savings value could be easily determined. However, older equipment would have to 
consider the impact of equipment obsolescence of equipment on energy efficiency. Our scheduler is 
beneficial if a Data Center focuses on the trade-offs between sustainability and performance because 
the scheduler primarily reviews the nature of the workload reallocation process in terms thermal 
characteristics rather than speed and execution time. In our research, we have not explored the impact 
of virtualisation on energy efficiency because that was beyond the research scope. However, we have 
validated the novel scheduler on a simulation environment and compared our results with several 
other scheduling schemes. The experimental results clearly evidence our scheduler’s sustainability-
related benefit. 
For our future research work, we will address on the optimal trade-off between performance and 
sustainability for our proposed scheduler. We would like to conduct machine learning for data that 
comes from LSF (load sharing platform) to better understand Data Center user behaviour. Non-
optimized algorithms will provide invaluable insights into correct execution of tasks and resources 
waste. Our future work will also aim to improve the models for calculating processor temperature in 
order to support the study on multi-core servers. 
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ABSTRACT. We present the benchmark results of a numerical model where the
solid Deuterium grows under gas pressure. The two-phase molecular Deuterium
systems (gas + solid) is modeled using classical molecular dynamics approach
and the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)
code. The performance between different modern supercomputers are analyzed
and compared. In addition, the numerical simulations reach high accuracy to pro-
duce results that match with the data collected through laboratory experiments.

This manuscript has been authored in part by UT-Battelle, LLC, under contract DE-AC05-00OR22725
with the US Department of Energy (DOE). The US government retains and the publisher, by accepting
the article for publication, acknowledges that the US government retains a nonexclusive, paid-up, irre-
vocable, worldwide license to publish or reproduce the published form of this manuscript, or allow oth-
ers to do so, for US government purposes. DOE will provide public access to these results of federally
sponsored research in accordance with the DOE Public Access Plan (http://energy.gov/downloads/doe-
public-access-plan). This work used resources of the Oak Ridge Leadership Computing Facility (OLCF),
which is a DOE Office of Science User Facility supported under Contract DE-AC05-00OR22725.

1 Introduction

A numerical model to describe the growth of the solid Deuterium under gas pressure was set up in our
previous work [1]. In this model a two-phase molecular Deuterium (D2) system (gas + solid) was ana-
lyzed and characterized at very extreme conditions of temperature and pressure below the triple point:
T = 18.71 K; P = 171.3 mbar. This study was necessary in order to address technological issues related
to the production of high-quality pellets for high-speed pipe-gun injectors [2, 3, 4, 5, 6, 7, 8, 9]. In fact,
the numerical simulations reach high accuracy to produce results that match with the data collected
through laboratory experiments, as de-sublimation temperature and the quality of the cryogenic pel-
lets at different thermodynamics conditions. The system consists in an initial configuration of 128000
Deuterium D2 particles; 64000 particles in solid phase + 64000 particles in gas phase. It is used to
evaluate and compare the HPC performance of the supercomputer CRESCO6 at the Agenzia nazionale
per le nuove tecnologie, l’energia e lo sviluppo economico sostenibile (ENEA) and SUMMIT of the
Oak Ridge Leading Computing Facility (OLCF) at Oak Ridge National Laboratory (ORNL).

⇤Corresponding author. E-mail: lupopasinim@ornl.gov.
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2 Results and discussion

2.1 Description of the hardware

• CRESCO6 HPC system at ENEA
CRESCO6 is the main HPC system in ENEA, it consists of 434 compute nodes for a total of
20832 cores based on a Lenovo ThinkSystem SD530 platform. Each node is equipped with
two Intel Xeon Platinum 8160 CPUs (24 cores), with a clock-frequency equal to 2.10 GHz, a
RAM of 192 GB, and a low-latency Intel Omni-Path 100 Series Single-port PCIe 3.0 x16 HFA
network interface. The nodes are interconnected by an Intel Omni-Path network with 21 Intel
Edge switches 100 series of 48 ports each, bandwidth equal to 100 GB/s, and latency equal to
100ns. The connections between the nodes have 2 tier 2:1 no-blocking tapered fat-tree topology
[10]. The High-Performance Linpack (HPL) test (1.4 Pflops peak rate) allowed CRESCO6 to
rank 420th in the TOP 500 Nov.2018 list;

• SUMMIT HPC system at ORNL
SUMMIT is the newest HPC system in ORNL, it consists of 4608 compute nodes with hybrid
architecture, and is based on 4608 IBM Power System AC922. Each node contains two IBM
POWER9 CPUs and six NVIDIA Volta GPUs V100 all connected together with NVIDIAs high-
speed NVLink and has a nodal performance of 42 Tflops. Moreover, each node has 512GB
DDR4 + 96GB HBM2 of coherent memory addressable by all CPUs and GPUs plus 800 GB
of non-volatile RAM that can be used as a burst buffer or as extended memory. To provide a
high rate of inpu/output throughput, the nodes are connected in a non-blocking fat-tree using a
dual-rail Mellanox EDR 100 InfiniBand interconnect [11]. The HPL test (200 Pflops peak rate)
allowed SUMMIT to rank at the top of the TOP 500 in 2018 and 2019.

2.2 Test case

The test case models two-phase molecular Deuterium (D2 ) system with 128000 particles: 64000 parti-
cles in solid phase + 64000 particles in gas phase at T = 10 K. The initial configuration is made up of a
solid slab with a thickness of about 50 Å and two free surfaces, each one with an area of 200⇥200 Å2,
in coexistence with a gas at P = 25 mbar. The simulation cell has Lx = Ly = 200 Å and Lz = 105 Å.
This system is used as starting configuration for molecular dynamics (MD) simulations with LAMMPS
code [12], at constant temperature T = 10 K and constant pressure P. The pressure along x and y di-
rections is kept fixed at 0 mbar, instead along the z direction is kept fixed at 25 mbar. To evaluate the
performance, the average number of timesteps per seconds was considered for a MD simulation with
105 overall steps.

2.3 Results on CRESCO6

The initial study has been conducted on CRESCO6 to assess the scaling of the code with respect to
a different partitioning of the 3D spatial domain of the system. Results are reported in Table 1 and
Figure 1a-c). LAMMPS splits the workload by spatially partitioning the domain across the number of
processes, say P. A 3D grid is defined with Px ⇥Py ⇥ Pz = P, where Px, Py, and Pz are the partitioning of
the domain along the x, y and z directions, respectively. The default setting (black symbols) generates
a uniform partitioning of the domain that is extremely inefficient for strongly inhomogeneous systems

226 



Table 1: Benchmark results on CRESCO6 for increasing number of cores (up to 4800) with respect to
a different partitioning of the 3D spatial domain of the system.

Number Timestep/s
of Uniform Manual Automatic Automatic

cores partitioning of tuning of tuning of tuning of
Px Py Pz (default) Px Py and Pz = 1 Px Py and Pz = 1 Px Py and Pz = 2

48 13 234 234 221
96 13 372 371 361
144 13 459 353 453
192 13 526 430 516
240 12 562 444 553
480 - 582 523 662
960 - 602 320 462
1920 - 606 460 349
3840 - 43 111 375
4800 - 226 255 87

like the ones we are focusing on in this work. In fact, our system is characterized by a confined
region occupied by D2 at solid state (high density) and another more extended region occupied by
D2 at gaseous state (low density), and the system is inhomogeneous along the z direction. Therefore,
the performance is significantly deteriorated (⇠ 13 timesteps/s) with the default setting because of an
unbalanced workload across the processes. The effect of this strongly unbalanced workload leads to not
obtaining any benefit with an increase of the number of cores. A manual tuning of the parameters Px

and Py by fixing Pz = 1 (red symbols) significantly improves the performance increasing the timesteps
per second from 12 up to 562 for the 240 cores case. This choice produces a speedup of about 50 and
good scalability is achieved up to 144/192 cores. Another option is to have the code automatically tune
Px e Py by fixing Pz = 1 (green symbols) and Pz = 2 (blue symbols), that leads to a similar, albeit
slightly inferior, performance with respect to the manual tuning. In panels b) and c) we report the
calculated values for the speedup and the efficiency in parallelization. We limited the graphs up to 480
cores because results with greater number of cores are not significant.

2.4 Results on SUMMIT

The same system has been scaled on SUMMIT as well and results are reported in Table 2 and panels
d-f) of Figure 1. The presence of more powerful nodes on SUMMIT allows us to increase the number
of timesteps performed per second with respect to what obtained with CRESCO6 by a factor up to 2.
In particular, the more complex architecture of each node allows SUMMIT to attain an improvement
with respect to CRESCO6 for a lower total number of central processing unit (CPU) cores especially
when all the available graphics processing units (GPUs) are used. For example, the full use of a single
compute node with all 6 GPUs increases the performance up to 610 timesteps per second. Value that
represents the limit for CRESCO6.
However, the size of the system seems to be too small to benefit from the GPUs. In fact, cases with

227 



Table 2: Benchmark results on SUMMIT for increasing number of cores with respect to a differents
GPUs.

# used # used Total
Nodes cores per GPUs per number of Total GPUs 3D Grid Timestep/s

node node cores

1 42 0 42 0 default 13

1 42 0 42 0 6⇥7⇥1 233
2 42 0 84 0 12⇥7⇥1 444
4 42 0 168 0 12⇥14⇥1 792
8 42 0 336 0 24⇥14⇥1 1180

1 42 1 42 1 6⇥7⇥1 377
2 42 1 84 2 12⇥7⇥1 439
4 42 1 168 4 12⇥14⇥1 793
8 42 1 336 8 24⇥14⇥1 691

1 42 6 42 6 6⇥7⇥1 610
2 42 6 84 12 12⇥7⇥1 851
4 42 6 168 24 12⇥14⇥1 1042
8 42 6 336 48 24⇥14⇥1 1108

GPUs have worse speedup and efficiency than that in which only CPUs are used. This is mainly due to a
frequent data movement between CPUs and GPUs, causing a communication overhead that overcomes
the computation. As a final observation, we notice that the default 3D spatial domain again produces
13 timesteps per second even with SUMMIT (see the black symbol in Figure 1a).

3 Conclusions

We demonstrated that modeling a system of molecular deuterium (D2) using LAMMPS on state-of-the-
art supercomputers is possible with a perfect linear scaling, provided that the size of the system is large
enough to ensure that the communication does not dominate over the computation. Moreover, OLCF
facilities have demonstrated a relevant benefit using GPUs for a hybrid CPU-GPU parallelization that
leads to a speed-up of 2.0⇥ with respect to using only CPU cores. Future directions are to use this
benchmark results to increase the size of the systems up to millions of atoms. This is necessary to
simulate wider surfaces and characterize thicker reconstructed solid Deuterium layers.
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Figure 1: Results for CRESCO6: (a) timesteps per second vs. number of cores, the corresponding
speedup (b) and efficiency (c). Black symbols refer to default uniform partitioning Px, Py, and Pz of
the 3D spatial domain; red symbols refer to manual tuning of Px, Py with Pz = 1; green symbols refer
to automatic tuning of Px and Py with Pz = 1; blue symbols refer to automatic tuning of Px and Py

with Pz = 2. Results for SUMMIT: (d) timesteps per second vs. number of cores, the corresponding
speedup (e) and efficiency (f). Red symbols refer to simulation without GPUs usage; green symbols
refer to simulation with one GPU per node, and blue symbols refer to simulation with six GPUs per
node. Black dashed lines refer to ideal cases.
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ABSTRACT. 

Creating a source routine able to reproduce the fusion neutron spectrum emitted at 
the FNG (Frascati Neutron Generator) is an important goal to study the feasibility 
of future upgrades for the facility. Now it was ported also on FLUKA from the 
MCNP code. Achieve fusion reactions with the standard routines of FLUKA and 
MCNP is not possible because they miss the deuterium fusion cross sections. So, 
first the source routine was converted from MCNP to FLUKA, then, after its val-
idation, it was expanded to represent the whole FNG fusion spectrum. This work 
is a part of the PhD work of the student Alessandro Calamida. 

1 Validation of the FNG source on FLUKA 

After the conversion in FLUKA, the source code needed to be validated for the new software and to 
this aim we made a series of simulations. 

Figure 1: Geometry for the spheres simulations. 

The geometry of the simulation is shown in Figure 1. We placed a sphere of radius 15 cm every 45°. 
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They are placed at 50 cm from the point of origin of the source. The material is vacuum for both the 
surrounding and the spheres. 

Figure 2: USRTRACK scoring for the spheres simulations. 

For the scoring for FLUKA we used the USRTRACK detector, a track detector that scores the track 
density left by a particle in a given volume. It makes the following calculation: 

P 
dN(v) dv li(v)i˙ (v)dt = n(v)vdt = = lim , (1)
dV dl �V !0 V 

Where v is the particle velocity, V the volume of the region and li the length of the particle track 
inside the region. The final results are normalized for primary and for the volume of region. It is also 
differentiated by the energy bin width in the following way: 

d 
, (2)

dE 

For MCNP the detector used was the F4. This is also a tracking detector that scores the track length 
density inside the volume of the region. The scoring executes the following calculation: 

Z Z Z Z 
F4 =  

1 
dE dt dV d⌦ (~r, ⌦̂, E, t). (3)

V 

To make a correct validation for the FNG source code in FLUKA we put the same settings in both 
detectors *. 

For the energy binning FLUKA has a set of fixed group for neutrons below 20 MeV. The width of the 
energy group is variable and it is based on the ENDF/B-VI.8, ENDF/B-VII.0, Jendl-3.3, Jendl-3.4, Jeff-
3.1, etc., data libraries, for more details see Ref. [1]. For the DT reaction we set the range ⇠ 12.5 ÷ 20 
MeV, instead for the DD one we set ⇠ 1 ÷ 4 MeV. So, for MCNP we set the energy bin width to match 
the ones of FLUKA. 

The results of the simulation are plot in the Figure 3. These show that both software give the same 
output. Making the integral of the spectra, the difference between them are below 0.01%. So, the 
source is perfectly validated in FLUKA. 

*For detector here we do not intend the real detectors but the scoring card that we set in the simulation code. This will 
be valid for the rest of the essays when we will talk about detectors in simulations. 
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Figure 3: Comparison of the neutron energy spectrum for some angles simulated with both FLUKA
and MCNP. The geometry configuration of the simulations is the spheres one in vacuum. The spectra
calculated by the two software are the same with no difference between each others. Up there is the
DT reaction and below the DD one.
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2 Development of the FNG source on FLUKA 

The original source was designed to reproduce only the spectrum of the neutrons. This was due to the 
fact that only them were needed at the beginning. A prototype of a source that produce the ↵ particles 
spectrum was initialized in the past but it was never fully developed. Moreover, until now the source 
was only producing one particle per cycle. To study the correlation between ↵ particles and neutrons, 
it was necessary a source capable to emit both particles. To achieve this, we used an option inside 
the source. At every history the routine initializes a variable called NPFLKA. Creating a cycle that 
increases the value of the variable allows to send more than one particle to the main FLUKA input. 
Then, it simulates both of them, i.e. a source that emits both the fusion reaction products. 

Figure 4: The SOURCE card in the FLUKA input. The last option added allows us to chose between 
the emission of both fusion products or of only one of them. The positive ions produced in the fusion 
reactions are ↵ particles for the DT one and the 3He for the DD. 

In Figure 4 the new SOURCE card is shown with the new option to activate the simultaneous emission 
of the fusion reaction products. If the flag is activated the source performs two cycle. In the first 
one the execution runs as in the first source, plus the ↵/3He kinematic. At the first cycle the ↵/3He 
energy, direction and position are passed to the stack of the NPFLKA array. In the second one all 
the calculations are skipped and the routine directly passes the neutron energy, direction and position 
previously calculated to the NPFLKA array. 

The point of origin of both particles is fixed between one another. The directions are not specular 
because the reaction products are not emitted back to back. The momentum of the deuterium ion is not 
zero, so, the sum of the polar angle of the two particle will not be 180°. To reproduce this we created 
another subroutine modifying the rot one and calling it rotsim. This keeps trace of the neutrons and 
↵/3He different emission angles. 

In Figure 5 the spectra of both of the beam particle is plotted. The neutrons spectra are identical at the 
ones of Figure 3. The ↵/3He ones also are equal to the ones expected for the fusion reaction spectra. 
This validate the simultaneous source code. 

To reduce the CPU time for the simulations we still maintain the single source inside the code. In this 
way, the user can decide from the situation to simulate the neutrons or the ↵/3He or both. 
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Figure 5: Energy spectrum of neutrons and ↵/He3 produce simultaneously and simulated by the FNG
source.
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ABSTRACT. In the context of the SAMPL7 challenge, we computed, by means
of a non-equilibrium (NE) alchemical technique, the standard binding free energy
of two series of host-guest systems, involving as a host the Isaac’s TrimerTrip, a
Cucurbituril-like open cavitand, and the beta-Cyclodextrin derivatives designed by
Gilson and coworkers. The adopted NE alchemy combines enhanced sampling
molecular dynamics simulations with driven fast out-of-equilibrium alchemical
trajectories to recover the free energy via NE theorems. Performances were good,
confirming the reliability of the computational approach and exposing, in some
cases, some important deficiencies of the GAFF2 non-polarizable force field.

1 Introduction

The SAMPL initiative [1, 2, 3]periodically proposes community-wide blind challenges aimed at assess-
ing computational techniques as standard predictive tools in rational drug design. The SAMPL systems
generally consists of a series of host-guest pairs for which the standard binding free energy must be
predicted, given the chemical structure of the partners and the experimental conditions (pH, temper-
ature and pressure) used in the measurements. In the SAMPL7 challenge,[4] the organizers included
three host systems, namely the Triptycene walled glycoluril trimer (codename TrimerTrip), various
mono-3-substituted �-cyclodextrin analogues(codename CD), and the Gibb Deep Cavity Cavitands or
Octa-acids (codename GDCC). In SAMPL7, only one ranked submission for each of the host-guest
systems was allowed. This strict rule was introduced to avoid the practice, largely adopted in the pre-
vious SAMPL6 challenge, of filing multiple submissions with small variants in the hope of hitting the
target with “multiple shots on goal“.

In this study we present our ranked predictions for the TrimerTrip and CD host-guest systems, done
using a classical molecular dynamics (MD) approach, based on enhanced sampling (ES) of the fully
coupled end-states followed by a swarm of nonequilibrium alchemical trajectories with fast switching
(FS) of the guest-environment interaction by way of a driven alchemical coupling parameter. From the
resulting work distribution, the free energy is recovered exploiting the well known Crooks or Jarzynski
NE theorems. The adopted computational protocol is identical to that described in Ref. [5], termed as
fast-switching double annihilation method (FSDAM). FSDAM is tailored for CPU-based HPC systems
such as CRESCO6[6], relying on an efficient OpenMP/MPI hybrid algorithm whereby the nonequi-
librum FS trajectories or equilibrium ES trajectories (each parallelized on the OpenMP layer using a
force decomposition strong scaling scheme) are assigned to the MPI layer.

⇤Corresponding author. E-mail: procacci@unifi.it.
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2 Methods

Structural details of the host-guest systems for the TrimerTrip ad CD SAMPL7 challenges can be
found at Ref. [4]. All simulations were performed with the ORAC6.1 program[7] using FSDAM as
described in Ref. [5] Briefly, in FSDAM the dissociation free energy is determined in two consecutive
stages: in the first stage, the bound and unbound state are sampled at full coupling using Replica
Exchange with Solute Tempering (REST).[7] In the second stage (fast switching, FS), starting from the
canonical sampling at full coupling, we launch a swarm of independent and concurrent non-equilibrium
trajectories where the ligand-environment alchemical coupling parameter is rapidly switched off to zero
coupling (ligand in the gas phase). The annihilation free energy in the two branches of the alchemical
thermodynamic cycle is recovered from the work distribution exploiting the Crooks and Jarzynski
theorems.

The Force Field (FF) parameters of the host and guests molecules were prepared using the Primadorac
interface.[8] Each system was solvated in about 1000 OPC3[9] water molecules in a cubic box of '
31 side-length.

Production MD simulations (both REST and FS) were run in the isothermal-isobaric ensemble, with
temperature control (T=298 K) using Nose-Hoover thermostat and pressure control (P=1 atm) as de-
scribed in Ref. [10] Lennard-Jones non-bonded interactions were truncated with a 13.0 Angstrom
cutoff, whereas long-range electrostatics were handled with the PME[11] method using ↵ = 0.37 Å�1,
1 Å spacing for the gridded charge array and a 4-th order B-spline interpolation. SHAKE constraints
were applied to bonds involving hydrogen atoms, and the simulation was integrated using a five step
RESPA integrator.[10]

In the REST stage, we scaled the torsional ad 14 non bonded interactions of the solute (host+guest)
up to 0.1 (i.e. 3000 K) using eight replicas with the scaling protocol described in Ref. [7]. Eight
replicates of REST simulations were simultaneously launched on 64 MPI processors for 4 ns on each
state, sampling 480 target state configurations for the bound host-guest system and for the free guest
in bulk. In the bound state, a weak COM-COM harmonic tethering potential (k=0.052 kcal mol�1

Angs�2) was imposed to prevent the guest to drifting off in the solvent. The CRESCO6 job for the
REST stage involved ten nodes running 64 MPI process each using 6 threads on the OpenMP layer for
a total of 384 corees. A REST job for a host-guest pair was completed in about 4 hours.

In the FS stage, the guest, in the bound and unbound state, was annihilated in 0.36 and 0.24 ns, respec-
tively, in 480 independent trajectories (corresponding to 480 MPI processes) starting form the corre-
sponding points sampled in the REST stage. The bound and unbound annihilation protocol stipulates
that the guest atomic charges are first switched off, followed by the annihilation of of Lennard-Jones
(LJ) interactions. Each of the 480 MPI processes used 6 OpenMP threads, for a total of 2880 cores. A
FS job for a host-guest pair was completed in less than 20 minutes.

Annihilation free energy estimates (bound and unbound states) are based on the work distribution (WD)
produced in the FS stage. If the WD passed the Anderson-Darling (AD) and the Jarque-Bera (JB) nor-
mality tests, the annihilation free energy is calculated using the Gaussian estimator.[5] Otherwise, the
statistically boosted Jarzynski average is used, exploiting the decorrelation between discharging work
and Lennard-Jones annihilation work.[5] Error on annihilation free energy estimates was computed by
bootstrapping with re-sampling in all cases. A finite size correction to the dissociation free energy due
to net charges on the ligand has been calculated as described in Ref. [5]. The standard state correction
to the dissociation free energy for translational restraint is given by �Gssc = RT ln(Vsite/V0), where
Vsite is the binding site volume.[12] Vsite is computed from the variance of the guest-host COM-COM
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distances monitored during the REST stage as Vsite = 4⇡(2�)3/3.

3 Results

Three ranked submissions for the TrimerTrip were filed, namely the present submission (GAFF2/FSDAM),
a prediction set using the AMOEBA polarizable force field and FEP, and a submission using a mixed
approach, with sampling via standard MD and binding free energy calculation using the semi-empirical
tight-binding xtb-GNF program develop by S. Grimme. Correlation plots for the ranked submissions
are reported in Figure 1(a) and quality metrics of the corresponding predictions are shown in Table
1. In the Figure 1(a) and in the Table 1 we also report an (unsubmitted) calculation of binding free
energies using Autodock4,[13] assuming full flexibility of the ligand and rigidity of the host (using the
conformation provided by the organizers at Ref. [4]). Outliers, differing by more than 4 kcal/mol with
respect to the experimental value, are marked in red color. While AMEOBA/FEP appears to be the
best correlated set to the experimental measures according to Pearson coefficient and to the Kendall
rank coefficient ⌧ , mean unsigned errors (MUE) are surprisingly minimal for the Autodock set, with
GAFF2/FSDAM and AMOEBA/FEP exhibiting similar MUEs. The prediction set based on a mixed
MD/QM (semi-empirical) approach is consistently the worst for all quality metrics. GAFF2/FSDAM
and AMOEBA/FEP do not have outliers in common. Very likely, discrepancies in g18 and g10 for
GAFF2/FSDAM should be ascribed to force field deficiencies, related to the fixed charge approach.
In the case of g18, the AM1/BCC charges could underestimate the polarization induced by the host’s
carboxy groups in the bound state, leading to an extra charge accumulation on the aromatic nitrogen.
The neglect of this likely polarization effect can lead to underestimation of the electrostatic contribu-
tion to the g18 decoupling in the bound state and hence to the binding affinity. For the diamondoid
derivative g10, each amino hydrogen bears a fixed charge of 0.31 e, probably leading in this case to a
systematic overestimation of the carboxy-amino electrostatic interactions in the bound state and hence
to an overestimation of the binding affinity. Purging g10 and g18 from the GAFF2/FSDAM data-set
results in R = 0.67 and MUE = 1.61.

Figure 1: a) TrimerTrip and b) CD correlation plots. Data in the shaded region are within 2.0 kcal/mol
of experimental counterpart
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In Figure 1(b) we show the correlation plots for the three ranked submissions in the CD host-guest
challenge, namely that based on our GAFF2/FSDAM approach, a prediction set relying again on NE
alchemical technology using the so-called double-system-single-box approach[14] (DSSB) and finally
predicted binding free energies using a QM/MM approach. Also in this case, we provide the plot
corresponding to the Autodock4 unsubmitted prediction. The experimental data are clustered in a range
of less than 3 kcal/mol and both GAFF2/FSDAM and DSSB correctly and remarkably predicts binding
affinities within approximately the same range with no outlier. Given this small experimental range,
and given that the systematic uncertainty in fixed charges force fields for solvation free energies are
of the order of 2 kcal/mol,[3] MUE appears to be the most meaningful metrics, with GAFF2/FSDAM
resulting the best performing method. While the QM/MM ranked prediction set is, quite expectedly,[3,
2] totally off-the-mark (note the expanded scale in the left-bottom correlation plot of Figure 1(b)),
the Autodock4 calculation is again in decent agreement with the experimental data, performing only
slightly worse than the MD-based NE approaches do (see Table 1).

TrimerTrip
Method Rxy a b MUE ⌧

Autodock 0.50 0.35 -4.45 2.00 0.38
FEP/AMOEBA 0.71 1.24 3.94 2.10 0.47
GAFF2/FSDAM 0.35 0.61 -4.06 2.23 0.23

xtb-GNF/MD -0.06 -0.10 -6.07 4.49 -0.05

CD
Method R2 a b MUE ⌧

GAFF2/FSDAM 0.19 0.17 -3.87 1.01 0.22
DSSB/NE 0.13 0.13 -4.61 1.43 0.02
Autodock 0.13 0.17 -4.78 1.66 0.07
QM/MM 0.10 3.68 -20.36 32.00 0.22

Table 1: Salient data metrics for the assessment of the ranked submissions and of the Autodock predic-
tion set (not submitted) in the TrimerTrip and CD SAMPL7 challenges: R2: Pearson’s coefficient; a:
slope of the regression line; b; intercept of the regression line; MUE: mean unsigned error; ⌧ : Kendall’s
rank coefficient.

4 Conclusion

In this contribution, we have presented our ranked prediction sets for the TrimerTrip and CD systems
in the context of the latest SAMPL7 challenge, using FSDAM, a nonequilibrium alchemical approach
combined with enhanced sampling end-state simulations. The performances of our MD-based tech-
nique, that uses conventional fixed-charge force fields, is in line with our previous submissions in the
SAMPL6 host-guest challenge[3] (done using the very same technology) yielding binding free energies
estimates within 2 kcal/mol in most of the cases. Outliers are rare and likely to be ascribed to structural
deficiencies of the force field due to the neglect of important polarization effects in the anisotropic
environment of some host-guest complexes.

Concerning specifically the SAMPL7 challenge ranked submissions, in the TrimerTrip only one much
more computationally demanding approach (based on a polarizable force field) did better than FSDAM.
We finally must honestly point out the surprising good results for both the TrimerTrip and CD obtained
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using a simple and inexpensive docking approach. While MD simulations certainly provide valuable
information on entropic and conformational effects in ligand-receptor association that docking cannot
simply deliver by design, modern docking score functions, such as those provided by the efficient
Autodock4 software, appear to be remarkably predictive in host-guest systems.
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ABSTRACT. This report presents a parallel version of the simulation of the diffusion of point 
defects within a non-irradiated Fe-2%Cu alloys through a kinetic Monte Carlo (KMC) 
approach. The use of KMC applications is growing in very different simulation fields, from 
epidemiology to radiation damage in materials for nuclear, since they provide an easy 
implementation of the dynamical evolution of complex systems. For this reason, a great effort 
has been put in KMC parallelization, which remains a very challenging problem for the time 
dependence of the method that is sequential in character. It belongs to the class of parallel 
discrete-event simulations, which are widely applied in computer science, economics as well 
as in engineering and in physics.  Thanks to a novel parallel particle-centric approach, a 
simplified version of a code simulating the precipitation of Cu in bcc Fe, under the driving 
force of an augmented population of vacancies [1], was modified and adapted to run on 
NVIDIA GPUs (Graphics Processing Unit).  

 
 
 
 

1 KMC simulation model 
 
We consider a non-irradiated material where vacancies are the sole point defects, albeit in a small 
concentration. Any insoluble specie precipitates towards areas reach of its atoms because of the movements of 
the vacancies and the specific interatomic interactions. The vacancy population changes for thermally activated 
jumps simulated through energy evaluations and migratory frequencies. KMC simulates the dynamics of the 
system by evaluating and randomly selecting thermally activated events. Vacancy movements are directly 
linked to their migration event frequencies that are evaluated, in the code considered, thanks to a properly 
trained neural network. The crystal is assumed to be a BCC system hosting a smaller number of Cu atoms and 
rare vacancies and subject to periodic boundary conditions (PBCs). The evolution of the system is simulated 
as a state-to-state dynamics corresponding to a Markov walk. The system propagation corresponds to a first-
order process with exponential decay statistics: 

𝑝𝑠𝑢𝑟𝑣𝑖𝑣𝑎𝑙(𝑡) = 𝑒𝑥𝑝(−Γ𝑡𝑜𝑡𝑡) 

Where 𝑝𝑠𝑢𝑟𝑣𝑖𝑣𝑎𝑙(𝑡)  is the probability of the system to already survive in state i,   Γ𝑡𝑜𝑡 = ∑ 𝛤𝑖𝑗𝑗   is the total 
escape rate from state i and 𝛤𝑖𝑗 is the rate constant for escape from state i to state j  

𝛤𝑖𝑗 = 𝛤0 exp(−𝐸𝑚(𝑖 → 𝑗) 𝑘𝐵⁄ 𝑇) 

𝐸𝑚 is the local interatomic potential-dependent migration energy, 𝛤0 is approximatively constant, and 𝑘𝐵is the 
Boltzmann's constant. The stochastic algorithm used to propagate the system from state to state is the BKL 
(Bortz, Kalos and Lebowitz) [2].  

At each transition, the time of first escape is incremented by 

Δt = -ln(r)/ Γ𝑡𝑜𝑡 

                                                           
1  Corresponding author. E-mail: m.mazzeo@ecmwf.int, md.mazzeo@gmail.com 
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where r is a random number uniformly distributed in the ]0,1] interval. 

A parallelization of the algorithm is not straightforward since KMC approach has an intrinsic serial character.  
The scheme adopted is the “null-event” algorithm [3,4].   
The defect distribution is initially sparse and rarefied but defects tend to aggregate due to system dynamic. 
This renders parallel domain decomposition techniques, relying on processor clusters, inefficient because of 
the unfavourable ratio between the local pre-processor computation and the inter-processor communications; 
moreover, vacancies can group in a few small regions thus leaving idle processors without vacancies to 
process. For this reason we have adopted a parallel particle-centric approach suited for focussing the 
computation where it is needed the most, i.e. around the defects.  
 

 

 

 

 

 

 

 
Fig.1: Two-dimensional representation of parallel 
multi-colour sub-lattice. The sites of one of the 
3x3x2 interleaved sub-lattices are marked with 
black filled circles. Vacancies, which can be moved 
in parallel at each MC step, are those positioned on 
the currently selected sub-lattice (black filled 
circles). 

 
The simulation lattice is rethought as comprised of 54 (3x3x3x2) distinct sub-lattices of different colours, each 
featuring the same resolution (Figure1). The sub-lattice constant is chosen in such a way to guarantee 
independence among the Local Atomic Environments around the sub-lattices points.  Vacancies located on the 
sites of a chosen sub-lattice are processed in parallel by using the synchronous, parallel generalization of the 
BKL algorithm proposed by Martinez & al. By assuming that the number of sub-lattice points equals that of 
the Processing Elements (PE), following Lobacevsky [5], we can classify the Martinez algorithm as 
“supersaturated” and the new approach as “unsaturated”, that turns to a “saturated” one in the not so probable 
case that all the sub-lattice points host a vacancy.  
 
A simplified pseudo-code of the core simulation code is the following: 

x Randomly select one colour among all the 54 coloured sub-lattices 
x Identify the  𝑁𝑣 vacancies residing in the current sub-lattice, store their IDs in an array and 

communicate this array to the GPU. 
x Compute in parallel the migratory frequencies corresponding to the events associated with the selected 

vacancies  𝑘𝑡𝑜𝑡,𝑣 = ∑ 𝑘𝑖𝑗𝑗 , 𝑣 = 1, 𝑁𝑣   and copy them from the GPU to the CPU; 
x find with the CPU the maximal migratory frequency  𝐾𝑚𝑎𝑥 = max{𝑘𝑡𝑜𝑡,𝑣} , 𝑣 = 1, … , 𝑁𝑣 and 

communicate it to the GPU; 
x In the GPU, for all the vacancies, in parallel, an event is carried out on the basis of the migration 

frequencies, including null events: 𝑘0,𝑣 = 𝐾𝑚𝑎𝑥 − 𝑘𝑡𝑜𝑡,𝑣. 
 For this step, we must ensure independency of random numbers sequences. 

x the new vacancies coordinates are copied from the GPU to the CPU; 
x the CPU updates the number of computed events and sample the time increment for all the vacancies:  

∆𝑡 = 𝑙𝑛(𝑟)
𝐾𝑚𝑎𝑥

; where 𝑟 ∈ ]0,1] is a suitable random number.  
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A CPU-based stage identifies the vacancies featuring the currently selected colour and their coordinates, 
thanks to fast bit-wise operations, and compactly store their indices. Then, a CPU-to-GPU memory copy, of 
vacancies identifiers, is carried out with a CUDA (Compute Unified Device Architecture) function. A GPU 
kernel calculates the migratory frequencies corresponding to the selected vacancies and copy them into an 
array stored in the CPU's memory, which computes the maximal value. Then, in parallel, a GPU function 
selects the events to handle and updates the needed lattice data and global memory parts. The new vacancies 
coordinates are sent to the CPU (in a compressed format - they are required for determining the vacancy 
colours in the successive parallel stage), which also updates the number of computed events and the 
simulation time.  
The chosen parallel approach employs the many small cores available within a GPU and delegates to them the 
calculation of the data of the events, their random selection and the lattice data updating through the GPU 
scheduling of numerous threads. 
 
 
 
 
2 Running Code 
 
2.1 Compilation and execution 
 
The adopted NVIDIA GPUs are part of the ENEA’s platform CRESCO, which is an integrated computational 
infrastructure comprising geographically distributed high performance parallel computers [6]. GPUs can be 
accessed in different manners. One way resorts to FARO (Fast Access to Remote Objects) a ThinLinc 
application which allows to access to ENEAGRID/CRESCO [7] with a web browser.  
Some CPU code parts employ OpenMP and 20 threads (ad hoc for the CPU of CRESCO4 leveraging the Tesla 
K40 GPU). 
 
 
 
2.2 Validation 
 
The null-event parallel kinetic MC method was implemented and applied to a particle-centric 54-color scheme. 
A comparison with the serial approach was carried out to validate the new parallel scheme. The tested system 
comprises a BCC matrix of 50x50x50x2 lattice sites hosting 50 vacancies and 5000 Cu fully immersed in a Fe 
atoms lattice. The number of clusters and the average cluster size were calculated every 500K events for 500M-
event runs. The plots for the standard scheme and for the new approach are given in Figure 2 (null events are 
counted as the others). By comparing the red line with the black dashed one, it seems that the two different 
simulation methods produce similar cluster counts, especially at the beginning of the simulation and at its end. 
By comparing the other two lines, the two methods also produce similarly sized clusters and hence the new 
54-color scheme seems statistically efficient and correctly implemented. The results would present an even 
less discrepancy if the null events are not reported in the graph (Figure 3). 
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Fig.2: Number of clusters ("count") and average cluster size ("av size") obtained 
with the sequential approach and with the new parallel algorithm as a function 
of MC events (null events count as the others) [BCC 50x50x50x2-site matrix 
with 50 vacancies, 5000 Cu atoms]. 

 

 

Fig.3: Results of Figure 2 without reporting the null events. 
 

2.3 Performance 
 
For systems comprising up to a few hundreds of vacancies, the performance of the new parallel CUDA code, 
in terms of events computed per second, is similar to that of an OpenMP version running on 4+ CPU cores 
since most of the cores of a GPU likely remain idle if it is equipped with several tens or hundreds of cores. 
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However, if the GPU has many hundreds of cores and the simulated system has many hundreds of vacancies, 
the GPU code performance may be more than 10 times faster than that running on a multi-core CPU. A 
simulation with 400x400x400x2 lattice sites and 25600 vacancies shows that the CPU version, running on 10 
cores of a CRESCO4 node hosting the Tesla K40 GPU and featuring multi-threading, performs 1.4 Gevents/h 
whereas the parallel CUDA code leveraging the Tesla K40 GPU performs 12 Gevents/h  ̶  a 8.6-fold speedup.  
The cited CUDA and GPU-based code performance is such that a 100 billion-event run (needed for well 
exploring the behaviour of said large systems) can be executed in a few hours only; thereby rendering possible 
lengthy, O(10) seconds simulations.   
 
 
 
 
Conclusion 
 
A kinetic MC simulator of the defects diffusion, in a non-irradiated Fe-2%Cu alloy, was examined and 
modified to handle multiple independent defects in parallel. This was possible through the combination of a 
particle-centric method with a multi-colour-based adaptation of the null-event MC scheme. The code was 
modified to run on NVIDIA GPUs by means of the programming model CUDA that enables the good use of 
NVIDIA GPUs at a low programming overhead. The number of events processed per hour on a high 
performance GPU may be of the order of 1010 for large systems; this performance surpasses that of a multi-
core CPU implementation by various orders of magnitude and renders viable the simulation of very large 
systems. 
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